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Abstract We present a method for calibrating seismic networks in order to retrieve highly accurate seismic moment tensors. The method is based on a joint inversion of large datasets of earthquakes for moment tensors and for amplifications of the network stations, which encompass the instrumental amplifications of sensors and the gain factor of the acquisition system, as well as the local site effects neglected in modeling of Green’s functions. The method is capable of detecting the reverse polarity of sensors, incorrect orientation of sensors, or anomalous site effects caused by local geological conditions at individual stations. The robustness and accuracy of the method are tested on synthetic data with different noise levels, station configurations, and a variety of focal mechanisms. The numerical modeling confirms that the inversion code works well and yields robust results. The tests show that the moment tensors, calculated from data of properly calibrated seismic networks, are significantly more accurate. Finally, the method is applied to observations in West Bohemia, Czech Republic, in order to calibrate a network of 22 local seismic stations operated in this region and to calculate accurately the double-couple (DC) and non-double-couple (non-DC) components of moment tensors of 200 selected micro-earthquakes. The results indicate that the method is efficient and can easily be used to calibrate other networks. For example, it can be used in inverting laboratory data, where the coupling effects between the sensor and a rock sample are difficult to quantify, or mining and borehole data, where the calibration and orientation of the sensors are frequently unknown. Moreover, the method can be applied to all studies, which deal with retrieving and interpreting highly accurate moment tensors and their DC and non-DC components.

Introduction

Moment-tensor inversion is one of the most common tools used for studying earthquakes, finding applications for a large variety of datasets from micro- to macro-scales (Dziewonski et al., 1981; Sipkin, 1986; Lay and Wallace, 1995; Julian et al., 1997; Trifu and Shumila, 2000; Šílený and Hofstetter, 2002; Vavryčuk, 2002, 2007; Cesca et al., 2006; Zahradník et al., 2008a,b; Davi et al., 2010; De Barros et al., 2011). Moment-tensor inversion is a powerful but data-demanding procedure that requires a good velocity model, an accurate hypocenter location, and high-quality data with a high signal-to-noise ratio, recorded by many stations with good azimuthal coverage (Ford et al., 2010). However, the quality of data cannot always be considered optimum as various problems related to the functioning of stations are common. The sensors may be incorrectly calibrated or may have reversed polarity; the horizontal components of the stations may be misoriented, or amplification factors may change in time. Additionally, in laboratory-based acoustic emission experiments, reliable calibration is, in general, difficult to ensure because of the coupling effects between the sensor and the specimen. In boreholes or mining environments, the orientation of sensors may not be known. In field experiments, local site effects may be significant, distorting systematically the wave amplitudes and masking the real signature of the source.

In this paper, we show how to determine station amplifications in order to fix and overcome the previously discussed difficulties and subsequently to retrieve accurate moment tensors. The method is based on the joint inversion of amplitudes of a family of seismic events for their moment tensors and amplifications of uncalibrated stations. The method works with data either partly or fully recorded by stations of unknown polarity, amplification, or orientation. The method is also suitable for detecting technical problems at the stations, for quantifying local site effects produced by a shallow subsurface structure, for unifying networks equipped with different instruments (e.g., networks combining permanent and mobile stations, short-period and broadband stations, etc.), and, in general, for adjusting seismic networks to retrieve highly accurate moment tensors.

The presented method is tested using numerical modeling. Synthetic tests on data with various noise levels, station configurations, and focal mechanisms are performed in order to validate the robustness and accuracy of the procedure.
Finally, the method is applied to data recorded during the 2008 earthquake swarm in West Bohemia, Czech Republic (Fischer et al., 2010; Vavryčuk, 2011a, b), in order to calibrate the West Bohemia Network (WEBNET) of 22 local seismic stations operating in this region and to improve the accuracy of the moment tensors.

In the following text, the term station amplification will be used and intended as a general term encompassing not only the instrumental amplifications of the sensor and the gain factor of the acquisition system but also the local site effects and other wave propagation effects neglected in the modeling of Green’s functions. In the formulas, lower-case bold letters denote row, or column, vectors, and capital bold letters denote matrices. The bold 0 denotes the matrix of zeros, and matrix I is the identity matrix.

Method

The standard procedure is to perform the moment-tensor inversion separately for individual earthquakes. The basic principle of the proposed approach is to perform a joint inversion for moment tensors involving a set of earthquakes. In this way, the number of equations solved in the inversion is increased, and the problem remains overdetermined even if some station amplifications are unknown. In principle, if a large set of earthquakes is analyzed, it is sufficient to know the amplification of just one station in the inversion; the other stations can be of an unknown amplification. Even in this extreme case, we can invert for full-moment tensors including their absolute values (i.e., the scalar moments). If the amplification is unknown for all stations, we can still invert for the moment tensors, but we recover reliably their relative values only (e.g., we cannot estimate the scalar moments of the events).

In this section, we derive equations for station amplifications for three special cases: a network of one-component stations with unknown amplifications, a network of three-component stations with unknown amplifications, and a network of one-component stations with unknown orientations of sensors and unknown amplifications.

Network of One-Component Seismic Stations

The system of equations of the standard moment-tensor inversion of amplitudes for one event reads in matrix notation

\[ \mathbf{Gm} = \mathbf{u}, \]  

where \( \mathbf{G} \) is the \( N \times 6 \) matrix of Green’s function amplitudes,

\[ \mathbf{G} = \begin{bmatrix} \mathbf{g}^{(1)}_1 & \mathbf{g}^{(2)}_1 & \ldots & \mathbf{g}^{(N)}_1 \\ \mathbf{g}^{(1)}_2 & \mathbf{g}^{(2)}_2 & \ldots & \mathbf{g}^{(N)}_2 \\ \vdots & \vdots & \ddots & \vdots \\ \mathbf{g}^{(1)}_N & \mathbf{g}^{(2)}_N & \ldots & \mathbf{g}^{(N)}_N \end{bmatrix}, \]  

\[ \mathbf{m} \] is the moment vector composed of six components of moment tensor \( \mathbf{M} \),

\[ \mathbf{m} = [M_{11} \ M_{22} \ M_{33} \ M_{23} \ M_{13} \ M_{12}]^T, \]  

and \( \mathbf{u} \) is the vector of displacement amplitudes observed at \( N \) stations,

\[ \mathbf{u} = [u^{(1)} \ u^{(2)} \ \ldots \ u^{(N)}]^T. \]  

Quantities \( G_i^{(i)} \) in equation (2) denote the spatial derivatives of Green’s tensor calculated for the \( i \)th station. For example, \( G_i^{(1)} \) are defined for the vertical sensors in the following way:

\[ G_1 = G_{31,1}, \quad G_2 = G_{32,2}, \quad G_3 = G_{33,3}, \]
\[ G_4 = G_{32,3} + G_{33,2}, \quad G_5 = G_{31,3} + G_{33,1}, \]
\[ G_6 = G_{31,2} + G_{32,1}, \]  

where the superscript (\( i \)) identifying the station is omitted.

If we incorporate one uncalibrated station with index \( i = N + 1 \) into the inversion, we can put

\[ \mathbf{g}^{(N+1)} = C^{(N+1)}u^{(N+1)}, \]  

where \( C^{(N+1)} \) is the unknown station amplification, and \( \mathbf{g}^{(N+1)} \) is defined as follows:

\[ \mathbf{g}^{(N+1)} = [G_1^{(N+1)} \ G_2^{(N+1)} \ G_3^{(N+1)} \ G_4^{(N+1)} \ G_5^{(N+1)} \ G_6^{(N+1)}]. \]  

By combining equations (1) and (6), we obtain the following equation for moment vector \( \mathbf{m} \) and amplification \( C^{(N+1)} \):

\[ \begin{bmatrix} \mathbf{G} & 0 \\ \mathbf{g}^{(N+1)} & -u^{(N+1)} \end{bmatrix} \begin{bmatrix} \mathbf{m} \\ C^{(N+1)} \end{bmatrix} = \begin{bmatrix} \mathbf{u} \\ 0 \end{bmatrix}. \]  

Obviously, equation (8) can be generalized to solve jointly for the moment tensors of a set of events and for the amplifications of a set of stations. For example, the system of equations for two events recorded at \( N \) calibrated stations and at two uncalibrated stations reads:

\[ \begin{bmatrix} \mathbf{G}_1^{(1)} & 0 & 0 & 0 \\ 0 & \mathbf{G}_2^{(1)} & 0 & 0 \\ \mathbf{g}^{(N+1)}_1 & 0 & -u^{(N+1)}_1 & 0 \\ 0 & \mathbf{g}^{(N+1)}_2 & 0 & -u^{(N+2)}_1 \end{bmatrix} \begin{bmatrix} \mathbf{m}_1^{(1)} \\ \mathbf{m}_2^{(1)} \\ C^{(N+1)} \end{bmatrix} = \begin{bmatrix} \mathbf{u}_1^{(1)} \\ \mathbf{u}_2^{(1)} \\ 0 \\ 0 \end{bmatrix}. \]  

Analogously, the system of equations for \( L \) seismic events recorded at \( N \) calibrated stations and at \( K - N \) uncalibrated stations takes the following form:
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One-component calibrated stations are inverted for their event must be normalized in order to maintain identical moment tensors, equation (10) represents a system of 100 equations for 60 unknowns that is a well overdetermined problem. Moreover, such a system of equations is decoupled and can be solved separately for each event. However, if 10 events recorded at one calibrated station and at nine uncalibrated stations are inverted for both their moment tensors and station amplifications, equation (10) represents a system of 100 equations for 69 unknowns. In this case, the system of equations becomes coupled and cannot be disintegrated, but it is still an overdetermined problem.

Note that, in principle, all stations of a seismic network can be of an unknown amplification in equation (10), and we can still invert for moment tensors and for the station amplifications. In this case, the inversion will yield the relative values of the moment tensors and relative station amplifications only. The scalar moments of the events and the absolute amplifications of the stations cannot be estimated.

Network of Three-Component Seismic Stations

If the seismic network consists of three-component stations, we can either treat each component as an independent one-component station and directly apply equation (10) for the joint inversion for moment tensors and station amplifications, or we can assume just one amplification for each three-component station by modifying equations (11) and (12) in the following way:

\[
G^{(m,n)}_{(i)} = \begin{bmatrix}
G^{(m)}_{(i)1} & G^{(m)}_{(i)2} & \cdots & G^{(m)}_{(i)M} \\
G^{(m+1)}_{(i)1} & G^{(m+1)}_{(i)2} & \cdots & G^{(m+1)}_{(i)M} \\
\vdots & \vdots & \ddots & \vdots \\
G^{(n)}_{(i)1} & G^{(n)}_{(i)2} & \cdots & G^{(n)}_{(i)M}
\end{bmatrix}
\]

(11)

\[
U_m^{(m:n)}(i) = \begin{bmatrix}
U_{(i)}^{(m)} & 0 & \cdots & 0 \\
0 & U_{(i)}^{(m+1)} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & U_{(i)}^{(n)}
\end{bmatrix}
\] \hspace{1cm} and \hspace{1cm}
\[
C^{(m:n)} = \begin{bmatrix}
C^{(m)} \\
C^{(m+1)} \\
\vdots \\
C^{(n)}
\end{bmatrix}
\]

(12)

Subscript \((i)\) denotes the quantity corresponding to the \(i\)th event; superscript \((m)\) denotes the quantity corresponding to the \(m\)th station; \(L\) is the total number of events used in the inversion; \(K\) is the total number of stations; and \(N\) is the number of calibrated stations, \(N < K\). Hence, equation (10) represents equations for the moment tensors of \(L\) events (i.e., \(6L\) moment tensor components) and for \(M\) station amplifications, \(M = K - N\). The input is formed by \(L \times K\) amplitudes measured for \(L\) events at \(K\) stations. The amplitudes of each event must be normalized in order to maintain identical weights for all events, irrespective of their magnitudes.

For purposes of illustration, if 10 events recorded at 10 one-component calibrated stations are inverted for their moment tensors, equation (10) becomes:

\[
\begin{bmatrix}
G^{(1:N)}_{(1)} & 0 & \cdots & 0 \\
G^{(1:N)}_{(2)} & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
G^{(1:N)}_{(L)} & 0 & \cdots & 0
\end{bmatrix}
\begin{bmatrix}
m_1 \\
m_2 \\
\vdots \\
\vdots \\
m_L
\end{bmatrix}
- \begin{bmatrix}
U^{(1:N+1)}_{(1)} \\
U^{(1:N+1)}_{(2)} \\
\vdots \\
U^{(1:N+1)}_{(L)}
\end{bmatrix}
\]

(10)

in which
and analogously for the other components $G_{ki}$, where superscript $(m)$ identifying the station and subscript $(i)$ identifying the event have been omitted.

**Network of Seismic Stations with Unknown Orientations of Sensors**

Let us assume a seismic network of one-component stations, some of them being uncalibrated and oriented in an unknown direction. In this case, the inversion can be used to calculate the moment tensors, as well as the station amplifications and orientations. For simplicity, let us assume a seismic event recorded at $N$ one-component calibrated stations and at one uncalibrated station with an unknown direction. In this case, the inversion can be used to calculate the moment tensors, as well as the station amplifications, and orientations. Conditions (1)–(6) are standard conditions of any reliable moment-tensor inversion; conditions (7)–(6) are additional conditions needed for reliable network calibration.

\[ G^{(N+1)} \mathbf{m} = c^{(N+1)} u^{(N+1)}, \]  

in which $\mathbf{m}$ is the moment vector, $u^{(N+1)}$ is the displacement amplitude at the uncalibrated station, $G^{(N+1)}$ is the matrix of Green’s function amplitudes for the uncalibrated station,

\[
G^{(N+1)} = \begin{bmatrix}
G_{11}^{(N+1)} & G_{12}^{(N+1)} & G_{13}^{(N+1)} & G_{14}^{(N+1)} & G_{15}^{(N+1)} & G_{16}^{(N+1)} \\
G_{21}^{(N+1)} & G_{22}^{(N+1)} & G_{23}^{(N+1)} & G_{24}^{(N+1)} & G_{25}^{(N+1)} & G_{26}^{(N+1)} \\
G_{31}^{(N+1)} & G_{32}^{(N+1)} & G_{33}^{(N+1)} & G_{34}^{(N+1)} & G_{35}^{(N+1)} & G_{36}^{(N+1)} 
\end{bmatrix},
\]

and $c^{(N+1)}$ is the amplification vector of the uncalibrated station, which defines the amplifications along the three coordinate axes,

\[
c^{(N+1)} = \begin{bmatrix}
c_1^{(N+1)} \\
c_2^{(N+1)} \\
c_3^{(N+1)}
\end{bmatrix};
\]

Amplification vector $c^{(N+1)}$ can be decomposed into scalar amplification $C^{(N+1)}$ and unit direction vector $\mathbf{n}^{(N+1)}$ defining the orientation of the sensor as

\[
C = \sqrt{c_1^2 + c_2^2 + c_3^2}, \quad \mathbf{n} = \frac{c}{C}.
\]

in which the superscript $(N+1)$ is omitted. Combining equations (1) and (16) we obtain the following equation for moment vector $\mathbf{m}$ and for amplification vector $c^{(N+1)}$:

\[
\begin{bmatrix}
G^{(N+1)} - \nu^{(N+1)} I \end{bmatrix} \begin{bmatrix}
c^{(N+1)} \end{bmatrix} = \begin{bmatrix}
0 \\
\mathbf{u}^{(N+1)}
\end{bmatrix},
\]

in which $I$ is the $3 \times 3$ identity matrix. Analogously, as in the previous calibration approaches, equation (20) can be generalized for inverting $L$ seismic events recorded at $N$ calibrated stations and $M$ uncalibrated/misoriented stations.

For illustration, if 10 events recorded at nine one-component calibrated stations and at one uncalibrated/misoriented station are inverted for moment tensors, we solve a system of 100 equations for 63 unknowns (60 moment tensor components plus three station amplifications), which is a well overdetermined problem. If 10 events recorded at one calibrated station and at nine uncalibrated/misoriented stations are inverted for moment tensors and station amplifications and orientations, we solve a system of 100 equations for 87 unknowns (60 moment tensor components plus 27 station amplifications), which is still an overdetermined problem.

**Network Calibration Strategies**

In order to obtain reliable and accurate seismic network station amplifications, the derived systems of equations discussed previously must be well overdetermined and their inversion must be stable. This requires satisfaction of the following conditions: (1) The seismic network must be sufficiently dense to ensure good focal sphere coverage. (2) The technical parameters of the stations and their in-situ installation must not change in the analyzed dataset. (3) The inverted amplitudes must have a good signal-to-noise ratio. (4) The velocity model and the event locations must be sufficiently accurate. (5) Extensive datasets of seismic events must be inverted. (6) The events should display a variety of focal mechanisms. Conditions (1)–(4) are standard conditions of any reliable moment-tensor inversion; conditions (5)–(6) are additional conditions needed for reliable network calibration.

**Partial Network Calibration**

Initially, we consider a case in which just one or several stations of the network are problematic, having unknown polarity, orientation or calibration. If the core of the network is well calibrated and well installed, we can fix the core stations in the inversion and apply the derived systems of equations previously discussed to calibrating a part of the network only. Obviously, the retrieved amplifications of the calibrating stations will comprise the reverse polarity, the instrumental amplification of the sensors, the gain factor of the acquisition system, and additionally the local site effects at the individual stations. Therefore, it is recommended also that calibrations be performed for stations recording wavefields presumably affected by the site effects neglected in calculations of Green’s functions. The accuracy of the station amplifications can be estimated using the standard tools: (1) a jackknife test, when we invert for the station amplifications using randomly
selected subsets of the seismic events, or (2) a repeated inversion of noisy data when amplitudes are contaminated by random noise, and Green’s functions are calculated using slightly different velocity models and biased event locations.

Complete Network Calibration

An alternative to calibrating selected stations only is a complete network calibration, which is particularly desirable when performed as the final step of the process when the amplifications of the most problematic stations have been retrieved by partial network calibration. Complete network calibration can adjust station amplifications by including the local site effects at all stations produced by shallow subsurface structures or by the rock-sensor coupling and all other wave propagation effects neglected in calculating Green’s functions. The calibration reveals systematic discrepancies in amplitudes at the stations and optimizes the moment-tensor inversion. As a result, the root-mean-square (rms) differences between observed and calculated amplitudes are reduced in average, and the accuracy of the moment tensors is improved.

The simplest way of calibrating the complete network consisting of \( N \) stations is to perform the calibration in iterations in the following way (Fig. 1):

1. We fix the station amplifications at \( N - 1 \) stations at the original, actually used values or values obtained using the partial network calibration and calibrate just one remnant station.
2. We successively repeat step (1) with different station configurations \( N \) times, finally obtaining corrected station amplifications at all \( N \) stations.
3. The set of corrected station amplifications is normalized in order to maintain the overall amplification of the entire network.
4. Steps (1) through (3) constitute a single iteration. The iterations are successively repeated.
5. For each iteration, we calculate the difference between the station amplifications obtained in two successive iterations.
6. The calibration process is stopped when the new iteration does not change the station amplifications calculated in the previous iteration by a value higher than a prescribed limit or if the number of iterations exceeds a prescribed maximum value.

The convergence of the iterations can be improved if we use a better and more accurate initial guess of the station amplifications in the iteration process. For example, Figure 2 shows a procedure in which we fix the amplification at one station and calculate the amplifications across the remainder of the network. This is repeated for each individual station of the network; hence, we obtain \( N \) sets of \( N \) station amplifications. The \( N \) amplifications for each station are then averaged and fixed as the initial guess in the iterative process. This approach will be called the improved initial guess in order to distinguish it from the simple initial guess when the starting values of the station amplifications are assumed to be the original station amplifications.

The accuracy of the final station amplifications can be estimated similarly as in the case of the partial network calibration, i.e., by the jackknife test in which we invert for the station amplifications using randomly selected subsets of seismic events or by repeated inversions of noisy data with biased velocity models and biased event locations.

Numerical Tests

In order to test the robustness of the proposed inversion scheme, we performed a series of synthetic tests. By generating datasets of events with synthetic focal mechanisms, we calculated synthetic vertical \( P \)-wave amplitudes using the ray method, contaminated them by noise, and multiplied them by synthetic station amplifications. We then applied the
procedure of calibrating the network and retrieving the moment tensors. The event locations, velocity model, and the network configuration were used to mimic seismic observations in the West Bohemia region, Czech Republic (see Application to the West Bohemia Seismic Network [WEBNET]).

**Synthetic Datasets**

We utilized three different datasets consisting of 10, 50, and 200 events with two station configurations defined as the sparse and dense configuration. Both these configurations recall the real distribution of stations deployed in the West Bohemia region (Fig. 3). The sparse and dense configurations comprise 10 and 22 stations, respectively (Fig. 4). The synthetic vertical $P$-wave amplitudes were contaminated with uniformly distributed random noise of three levels: up to 10%, 25%, and 50% of the noise-free amplitude. The synthetic focal mechanisms were pure shear with the orientation close to the characteristic focal mechanism in the West Bohemia region, also referred to as the principal focal mechanism shown in Figure 4. The mechanism is defined by a strike of 169°, a dip of 68°, and a rake of $-44°$, and its orientation is optimum for shear faulting under tectonic stress in the region (see Vavryčuk, 2011a). The deviation of the mechanisms from the principal focal mechanism is random, reaching values of up to 20° in strike, dip, and rake angles (Fig. 5). The depth of the hypocenters is between 7.5

---

**Figure 2.** Flowchart of the improved initial guess of station amplifications used in the iterative complete network calibration.

**Figure 3.** Topographic map of the West Bohemia/Vogtland region. The epicenters of the 2008 swarm micro-earthquakes are marked by red dots, and the WEBNET stations are marked by blue triangles. The dashed–dotted line shows the border between the Czech Republic and Germany.
and 11.0 km, a 1D layered velocity model is used, and the epicentral distances of the stations are up to 30 km.

Partial Network Calibration

Initially, we test the procedure for the partial network calibration and fix the core of the network with differently selected configurations. For the sparse configuration, we alternatively fix 1 and 5 stations considered to be well calibrated and well installed, while the amplifications of the remaining stations are retrieved by the inversion. For the dense configuration, the core of the network, with 1, 5, and 10 stations, is alternatively fixed.

The inversion for the station amplifications is repeated 100 times for different randomly generated noise and, subsequently, the relative errors of the retrieved station amplifications are calculated from the standard deviations. The results are summarized in Table 1 and shown in Figures 6 and 5.

Table 1

<table>
<thead>
<tr>
<th>Events</th>
<th>Fixed Stations</th>
<th>Noise Level (%)</th>
<th>( E_{\text{sparse}} ) (%)</th>
<th>( E_{\text{dense}} ) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1</td>
<td>10</td>
<td>7.2</td>
<td>4.1</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>16.4</td>
<td>8.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>26.0</td>
<td>16.9</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>1</td>
<td>10</td>
<td>3.1</td>
<td>1.7</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>7.1</td>
<td>4.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>11.3</td>
<td>6.3</td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>1</td>
<td>10</td>
<td>1.7</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>3.1</td>
<td>2.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>4.7</td>
<td>4.0</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>10</td>
<td>3.4</td>
<td>2.9</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>7.2</td>
<td>7.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>14.8</td>
<td>12.5</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>5</td>
<td>10</td>
<td>1.2</td>
<td>1.3</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>3.1</td>
<td>2.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>5.3</td>
<td>4.9</td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>5</td>
<td>10</td>
<td>0.8</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>2.2</td>
<td>1.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>3.9</td>
<td>2.8</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>10</td>
<td>–</td>
<td>2.2</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>–</td>
<td>5.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>–</td>
<td>10.5</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>10</td>
<td>10</td>
<td>–</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>–</td>
<td>2.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>–</td>
<td>4.2</td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>10</td>
<td>10</td>
<td>–</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>–</td>
<td>1.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>–</td>
<td>2.9</td>
<td></td>
</tr>
</tbody>
</table>

Events: the number of events used in the inversion; fixed stations: the number of core stations with fixed amplifications; noise level: the maximum relative level of noise superimposed to \( P \)-wave amplitudes used in the inversion, \( E_{\text{sparse}} \) and \( E_{\text{dense}} \), the relative errors of the retrieved station amplifications averaged over all inverted stations and over all generations of random noise for sparse and dense station configurations, respectively.
and 7. The table and the figures confirm that the inversion code works well and yields robust results. As expected, the inversion code performs better with a high number of stations with known amplifications, a low level of noise, and a high number of jointly analyzed events. In these cases, the inversion yields smaller amplification errors. Figures 6 and 7 show the results for 200 events, but basically, the same trends are obtained for datasets with other numbers of events.

We also performed sensitivity tests with regard to the position of the stations on the focal sphere and to a variety of focal mechanisms of analyzed events. The tests show that the station amplifications are better resolved for datasets with a higher variety of focal mechanisms. If the focal mechanisms are very similar or identical, then equation (10) consists of linearly dependent equations, and the inversion either fails or yields low accuracy results. Moreover, the accuracy of the station amplifications depends on the station position on the focal sphere. Stations located in the proximity of the nodal lines display higher errors compared with the other stations (Fig. 8). If the condition of a variety of focal mechanisms is satisfied, the inversion yields accurate results independent of the station locations. Another possibility of improving the accuracy of amplifications and decreasing their sensitivity to the station’s positions on the focal sphere is to include S-wave amplitudes in the inversion.

Complete Network Calibration

Finally, we perform synthetic tests of the complete network calibration in order to assess its robustness, stability,
and accuracy by using the dense station configuration (Fig. 4b). The true synthetic station amplifications vary between 0.5 and 2.0 with the mean value being 1. We calculate the synthetic vertical $P$-wave amplitudes for all 200 events recorded at all stations. The $P$-wave amplitudes are contaminated by a uniformly distributed random noise with a level of up to 25%, which are used as input data for the complete network calibration. We apply an iterative calibration with two different sets of station amplification starting values. First, we assume a simple initial guess when the starting values of all station amplifications equal 1, and second, we estimate the starting values using the improved initial guess as described in Network Calibration Strategies and in Figure 2. We calculate 25 iterations to obtain accurate station amplifications.

Figure 9 shows the convergence of the iteration process for the two initial guesses. As expected, the iteration process with the improved initial guess converges much faster. In fact, the station amplifications reach their final values after 10 iterations, and additional iterations show no practical improvement. As seen from Figure 10a, both iteration procedures converge at the same values (black dots). However, the retrieved amplifications are slightly biased from the true synthetic amplifications (red dots), which is caused by noise in the data. The lowest accuracy is achieved for station KAC (Fig. 10b, station 5), which has an unfavorable position on the focal sphere being very close to the intersection of the nodal lines for the majority of the events (Fig. 4).

Figure 11 shows a comparison of moment tensors calculated from uncalibrated data when station amplifications are assumed to be 1 (uncorrected moment tensors), and from calibrated data when data are corrected by station amplifications retrieved using the complete network calibration (corrected moment tensors). It is worthy to note that the focal mechanisms (left-hand plots) are better clustered for uncorrected moment tensors when data are corrected by station amplifications retrieved using the complete network calibration (correction of nodal lines and isotropic (ISO) components). The uncorrected moment tensors display significant false negative compensated linear vector dipole (CLVD) and isotropic (ISO) components (Table 2). The corrected moment tensors display less negative CLVD and
ISO components and form a cluster centered on coordinate origin. The size of the cluster depends on the noise level in inverted data (the noise level is 25% in Fig. 11). If the noise level is decreased, the cluster will shrink. Obviously, the CLVD and ISO of corrected moment tensors become zero for noise-free data (see Table 2).

Table 2

<table>
<thead>
<tr>
<th>Dataset</th>
<th>DC (%)</th>
<th>CLVD (%)</th>
<th>ISO (%)</th>
<th></th>
<th>CLVD</th>
<th>(%)</th>
<th>ISO</th>
<th>(%)</th>
<th>rms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uncorrected moment tensors</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Noise-free data</td>
<td>77.6</td>
<td>−17.2</td>
<td>−4.7</td>
<td>17.7</td>
<td>4.7</td>
<td>0.248</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Noisy data</td>
<td>77.5</td>
<td>−17.1</td>
<td>−4.6</td>
<td>17.8</td>
<td>4.8</td>
<td>0.266</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Corrected moment tensors</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Noise-free data</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Noisy data</td>
<td>92.5</td>
<td>−0.7</td>
<td>0.1</td>
<td>5.6</td>
<td>1.8</td>
<td>0.115</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

DC, CLVD, and ISO: average double-couple, compensated linear vector dipole, and isotropic percentages, respectively; |CLVD| and |ISO|: average absolute values of the CLVD and ISO percentages; rms: the root-mean-square misfit between the inverted and observed amplitudes (see equation 21) averaged over all events. The percentages of the DC, CLVD, and ISO are calculated using the formulas of Vavryčuk (2001). The maximum level of random noise in the noisy data is 25%.
Seismic Network Calibration for Retrieving Accurate Moment Tensors

Application to the West Bohemia Seismic Network (WEBNET)

Because of the high number of stations and excellent station coverage on the focal sphere, the West Bohemia region is suitable for testing the proposed inversion for station amplifications. Since we do not expect serious problems with polarities, amplifications, or orientations of the WEBNET stations, the inversion is used only to check the quality of the network and to identify stations with potential problems mostly caused by site effects related to local geology. Finally, we aim to improve the accuracy of the moment tensors by network calibration.

The West Bohemia Swarm Area and the WEBNET Network

The West Bohemia region is characterized by intense seismic activity with frequent occurrence of earthquake swarms (Fischer and Horálek, 2003). One of the most recent and prominent swarms was recorded in October 2008, which lasted for four weeks and included 25,000 micro-earthquakes with magnitudes higher than −0.5 and with the largest event showing a magnitude of 3.7. The epicenters formed a cluster prolonged in the north–south direction of 4–5 km in length (Fig. 3). The hypocenters were located at depths of 7.5–11 km (Fischer et al., 2010). The seismic activity in West Bohemia is thought to be connected to young Quaternary volcanism and is generally linked with mineral water springs with high CO₂ content (Babuška et al., 2007). The seismicity is monitored by 22 short-period seismic stations of the West Bohemia Network (WEBNET), see Figure 3. The sampling frequency is 250 Hz, and the frequency response is flat between at least 1.0 and 60 Hz with some variations depending on the seismometer used (SM-3, Guralp CMG-40T, Lennartz Le3D). The majority of events observed in 2008 were characterized by a left-lateral strike slip with a strike of 169°. The other representative focal mechanism is a right-lateral strike slip with a strike of 304° (Vavryčuk, 2011a). The maximum compressive stress determined from the focal mechanisms has an azimuth of N146°E (Vavryčuk, 2011a), which coincides well with the average direction N144°E in Western Europe (Müller et al., 1992; Heidbach et al., 2008).

Data

We selected a dataset of 200 micro-earthquakes recorded at least by 20 stations with a high signal-to-noise ratio (5 or more for most stations) and with highly accurate hypocenter locations with errors of less than 50 m in the horizontal coordinates and less than 100 m in depth. The velocity records were numerically integrated into the displacement records and filtered by a band-pass filter in the frequency range of 1–40 Hz. The predominant frequency of the signal was between 10 and 20 Hz. The maximum P-wave amplitudes were measured by an analyst. The vertical components of the P-wave amplitudes were inverted for full-moment tensors using the standard linear inversion (Vavryčuk, 2011a). Green’s functions were calculated for a smooth, vertically inhomogeneous model using the ray method (Červený, 2001) and incorporated the effects of the Earth's surface by considering free-surface conversion coefficients. The full-moment tensors were calculated using the generalized linear inversion of equation (1) and decomposed into DC and non-DC components (Vavryčuk, 2001, 2002). The reliability of the moment tensors was assessed by calculating the rms values using equation (21). The errors of the moment tensors produced by inaccurate locations or by an inaccurate velocity model were estimated to be less than 4° in the orientation of the focal mechanism and 5% in the non-DC components.

The focal mechanisms of the selected events are basically of two types (Fig. 12b) being close to the two conjugate principal focal mechanisms characteristic for this region and defined by the following angles (see Vavryčuk, 2011a): ϕ₁ = 169°, δ₁ = 68°, λ₁ = −44°, and ϕ₂ = 304°, δ₂ = 66°, λ₂ = −137°. The first principal focal mechanism is the oblique left-lateral strike slip (Fig. 12a, red nodal lines). This mechanism is typical for this region, very commonly observed, and the corresponding fault plays an essential role in the seismicity in West Bohemia. The other principal focal mechanism is oblique right-lateral strike slip (Fig. 12a, blue nodal lines). This mechanism is less frequent, but the corresponding fault is well manifested on the Earth’s surface. The full-moment tensors of both types of principal focal mechanisms display non-DC components, which are prevalently negative (see Vavryčuk, 2011c). The average values of the ISO and CLVD components are −2.3% and −16.3%, respectively (see Table 3). The average value of the rms calculated in the moment-tensor inversion of the selected events is 0.19 (see Table 3).

The WEBNET Network Calibration

The dataset of the 200 selected micro-earthquakes was used for a complete network calibration in order to evaluate the vertical amplifications at each of the 22 stations of the WEBNET network. The iterative procedure was run with
the simple and improved initial guesses of station amplifications. Similarly, as in the numerical modeling, the overall amplification of the entire network was maintained to be constant. The accuracy of the amplification corrections was estimated using the jackknife test when the iterative procedure was run 50 times on subsets of 100 randomly selected events. Since the variability of the focal mechanisms is higher for observed data (Fig. 12b) than for the synthetic data used in the numerical modeling (Fig. 5), we can expect good convergence of the iterations, as well as a reasonable accuracy of the station amplifications retrieved by the network calibration. The results of the calibration are shown in Figures 13 and 14 and confirm our expectations. As in the numerical modeling, the iterations with the simple and improved initial guess converge at the same values of station amplifications. Also, iterations with the improved initial guess converge faster than those with the simple initial guess (Fig. 13). The achieved accuracy of station amplification is reasonable, being less than 4% for the majority of stations. The only exceptions are stations KAC and HRED with accuracies of 6.0% and 5.6%, respectively (Table 4 and Fig. 14b). The low accuracy of the station amplification for the KAC station is

Table 3

| Dataset                  | DC (%) | CLVD (%) | ISO (%) | |CLVD| (%) | |ISO| (%) | rms |
|--------------------------|--------|----------|--------|---------|--------|---------|--------|--------|-----|
| Uncorrected moment tensors | 76.3   | -16.3    | -2.3   | 19.0    | 4.6    | 0.191   |
| Corrected moment tensors | 83.8   | -9.7     | -1.5   | 12.5    | 3.7    | 0.112   |

DC, CLVD, and ISO: average double-couple, compensated linear vector dipole and isotropic percentages, respectively; |CLVD| and |ISO|: average absolute values of the CLVD and ISO percentages; rms: the root-mean-square misfit between the inverted and obtained amplitudes (see equation 21) averaged over all events. The uncorrected moment tensors are calculated using original amplitudes. The corrected moment tensors are calculated using amplitudes of the calibrated network. The percentages of the DC, CLVD, and ISO are calculated using the formulas of Vavryčuk (2001).
likely connected with its unfavorable position on the focal sphere, situated at the intersection of the nodal lines (Fig. 4). The low accuracy for the KAC station also was obtained through numerical modeling (Fig. 10b). The low accuracy for the HRED station is likely due to a generally higher noise level detected at this station in comparison with the other stations.

In regard to the actual values of retrieved amplifications (Table 4 and Fig. 14a), we can summarize the following observations:

1. It was confirmed that no station was of a reversed polarity (no amplification correction was negative).
2. TRC station (station 20) has an anomalous amplification correction. This indicates either incorrect calibration of the sensor, incorrect value of the gain factor, or an anomalous medium response (i.e., anomalous attenuation of waves).
3. The scatter of the amplification corrections of the other stations is surprisingly high: the values range from 0.62 to 1.45 (see Table 4). Such a high scatter of amplification corrections was not expected because (a) the majority of stations should not be affected by any technical problems, and (b) all stations are installed on consolidated rocks, which minimize site effects in wave amplitudes. Since the retrieved amplifications are stable and accurately determined, the assumption of a minor influence of local site effects must be probably revised.
4. A comparison of amplification corrections of stations NKC (1.00) and NKCN (0.88) points also to a non-negligible influence of the type of sensor installed at the station. In fact, station codes NKC and NKCN correspond to the same station recording six channels: three of them being short-period-equipped with the SM-3 seismometers, and the other being broadband-equipped with the Guralp CMG-40T seismometer. Therefore, the difference in amplification corrections must be produced by the different sensors. It is worthy to note that even though the records were uniformly filtered by a band-pass filter to retain only signals in the frequency range of 1.0–40 Hz, the dependence on the sensor was not fully removed. Hence, we can conclude that the variations in amplification can be produced partly by different types of seismometers used in the network.

Note that the amplification corrections were retrieved using waves with a predominant frequency between 10 and 20 Hz. Since the frequency response of the sensors and the site effects can be frequency-dependent, the amplification values might be different if studied in another frequency band.
Moment Tensors Retrieved using the Calibrated Network

Finally, the moment tensors of the 200 selected events were calculated from the vertical $P$-wave amplitudes of the uncalibrated network (uncorrected moment tensors) and of the calibrated network (corrected moment tensors). The overall patterns of the focal mechanisms are almost indistinguishable for corrected and uncorrected moment tensors (Fig. 15, left-hand plots). This confirms the fact that the DC part of the moment tensors is rather stable. However, the non-DC components for corrected and uncorrected moment tensors differ (Fig. 15, middle plots). The non-DC components form a more compact cluster, and the CLVD and ISO components are less compressive (i.e., having less-pronounced negative values) for the corrected than for the uncorrected moment tensors. For example, the average value of the CLVD changed from $-16.3\%$ for the original moment tensors to $-9.7\%$ for the corrected moment tensors (see Table 3). The same tendency was observed also in the numerical modeling. The average value of the rms calculated in the moment-tensor inversion of the selected events is reduced from 0.19 to 0.11 (Table 3).

Figure 15. The moment tensors of 200 selected micro-earthquakes in West Bohemia retrieved using the uncalibrated (upper plots) and calibrated (lower plots) WEBNET network. The corrected moment tensors display low root-mean-square (rms) values and the non-double-couple (non-DC) components form a more compact cluster (for values, see Table 3). Also, the compensated linear vector dipole (CLVD) and isotropic (ISO) components have less pronounced negative values.

Discussion and Conclusions

In this paper, we propose a method for calibrating seismic networks in order to retrieve accurate moment tensors. The method is based on the joint inversion of large datasets of earthquakes for moment tensors and for network station amplifications, which encompass the instrumental amplifications of sensors, and the gain factor of the acquisition system, as well as the local site effects. The inversion works better for dense networks with good focal sphere coverage, for a high variety of focal mechanisms, and for large datasets of studied earthquakes. The method is capable of detecting reverse polarities, incorrect orientation and amplification of sensors and anomalous local site effects at stations. The inversion has been numerically tested for its accuracy and stability. The tests show that the moment tensors can be retrieved with higher accuracy after calibrating the network and properly correcting the observed amplitudes at stations.

The proposed inversion was applied to calibrating the WEBNET network of 22 local seismic stations using a dataset of 200 micro-earthquakes that occurred in 2008 in the West Bohemia region. The network calibration confirmed that all stations are of a correct polarity. However, station
amplification corrections display a rather high scatter of values ranging from 0.62 to 1.45 with the exception of station TRC the amplification correction of which is as much as 1.90. The high scatter in amplification corrections is high, about 2%–3% with an exception of KAC (6.0%) and HRED (5.6%). The KAC station has an unfavorable position on the focal sphere situated at the cross of the nodal lines of the analyzed focal mechanisms. The HRED station is rather noisy in comparison with the other stations.

The moment tensors retrieved using amplitudes of properly calibrated stations of the WEBNET network display lower rms than the original moment tensors. The reduction of the average rms was from 0.19 to 0.11. The focal mechanisms are not visibly changed by the calibration but the non-DC components of the moment tensors changed noticeably. This indicates that one of the origins of the spurious non-DC components might be linked to inaccurate station amplifications of seismic networks.

Finally, we would like to emphasize that the method is particularly suitable for applying to data gathered (1) in laboratory experiments; (2) in boreholes or in mines, where the calibration and orientation of the sensors are frequently unknown; or (3) in field experiments where the networks are inhomogeneous and consist of stations equipped with sensors of various types. Moreover, the method is capable to quantify and include into the moment tensor inversion the site effects and other effects of wave propagation neglected in the Green’s functions. Therefore, the application of the method is desirable in all studies that intend to retrieve and interpret highly accurate moment tensors and, particularly, their non-DC components. If high-quality broadband observations are available, then a proper inversion performed in several frequency bands should even yield frequency dependent station amplifications.
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