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We apply a method for retrieving accurate moment tensors in the acoustic emission (AE) experiments based
on the joint inversion of a family of AE events for their moment tensors and for the sensor amplifications
including coupling effects between sensors and a specimen. The accuracy and efficiency of the method is
tested on AEs recorded during three different temporal stages of a triaxial compression experiment on a
cylindrical Bentheim sandstone specimen. The results show improved quality of the moment tensors
indicated by significantly lower root-mean-square residuals between observed and predicted amplitudes.
The approach is particularly suitable for detailed studies of the source parameters of AE events, to obtain
accurate focal mechanisms and seismic moment tensors and for detecting fracturing regime of microcracks.

© 2013 Elsevier Ltd. All rights reserved.

1. Introduction

Moment tensor inversion is one of the basic tools for analyzing
source mechanisms of tectonic and volcanic earthquakes observed in
the Earth's crust, but also of acoustic emissions (AEs) recorded in
laboratory environments [1-8]. Although AEs and earthquakes are
different in size and radiated frequencies, the physics of the source and
the source mechanisms are basically similar and the moment tensors
can provide insights into fracture processes on all these scales. The
double-couple (DC) and non-double-couple (non-DC) components of
the moment tensors are, in particular, important when studying:
(1) the orientation and geometry of micro-cracks, cracks, fractures or
faults, (2) physical properties of rocks in the focal zone, and (3) the
shear/tensile type of fracturing [9-11]. In addition, the moment tensors
provide valuable information on the stress field in the focal zone.

Similarly as for earthquakes, moment tensor inversion of AEs is a
data-demanding procedure which requires an accurate velocity
model, accurate locations and high-quality data with a high signal-
to-noise ratio, recorded by many sensors with good azimuthal
coverage. In earthquake seismology, the difficulties in the moment
tensor inversion usually arise because of unfavorable station config-
urations and inaccurate and simplistic velocity models used, which
can produce numerical errors in the inversion. In contrast to
observations of earthquakes, the velocity model can be measured
quite accurately in AE experiments and also the configuration of
sensors can be designed to be optimum. However, we often meet
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with a problem of poorly known amplitudes of recordings when
inverting AEs because the sensor calibration is often inaccurate
and/or the coupling effects between the sensors and the speci-
men are usually neglected. Since measuring correct amplitudes
is a key factor in determining accurate moment tensors, this
problem must be addressed and solved in all advanced studies
of acoustic emissions.

Recently, a new method which solves the problem of the sensor
calibration was proposed by Davi and Vavrycuk [12] and tested on
seismic data. The method is called the network calibration and it is
based on a joint inversion of a family of seismic events for their
moment tensors and for sensor amplifications. The method proved to
be an efficient way to determine or to correct the sensor amplifica-
tions in order to retrieve highly accurate moment tensors of earth-
quakes. In this paper, the method is applied to AE data at a laboratory
scale. The results show an improved quality of the retrieved moment
tensors indicated by significantly lower root-mean-square (RMS)
residuals between observed and predicted amplitudes if the network
calibration is performed. The improvement of accuracy is particularly
visible when analyzing the non-DC components of the moment
tensors, which are important for interpretations and understanding
of source processes [9,11,13-16].

2. Method

The standard moment tensor inversion of amplitudes for one
individual event is based on the following equation:

Gm=u, ¢Y)
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where G is the Nx6 matrix of the spatial derivatives of the Green's
function amplitudes,
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m is the vector composed of 6 components of moment tensor M,
m=[Mi Myp Msz My Mz Mypp]', 3)

and u is the vector of displacement amplitudes observed at N one-
component sensors. Quantities G;:) are the components of the
Green's function matrix for the ith sensor

G1=G11,G2=G22,G3 =033 4

Ga=G23+G33,G5=G13+G31,G6 =G + Ga1 5)

where G, means the spatial derivative of the Green's function
produced by the force along the k-axis and oriented along the
sensor direction. The superscript i identifying the sensor is
omitted.

If we incorporate one sensor of an unknown amplification with
index i=N+1 into the inversion, we can put

gN+hm — CN+Dy N+ (6)

where C(M*1) s the unknown amplification, and g™*"’ is defined as
follows:

(N+1 N+1 N+1 (N+1) (N+1) (N+1
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Combining Egs. (1) and (6) we obtain the following equation
for moment vector m and amplification CN+1):

G 0 m u
g+ _yy(N+D) {C(N“)} = {0} 8)

Obviously, a similar system of equations can be written for the
inversion for moment tensors of many events and for the ampli-
fications of many sensors [12]. For illustration, if ten events
recorded at ten sensors with known amplification are inverted
for moment tensors, the joint inversion is based on solving a
system of one hundred equations for 60 unknowns that is a well
overdetermined problem. If ten events recorded at one sensor
with known amplification and at nine sensors of unknown

amplification are inverted for moment tensors and amplifications,
a system of one hundred equations is solved for 69 unknowns that
is still an overdetermined problem. In principle, it is permissible
that all sensors are of unknown amplification and we can still
invert for moment tensors and for the sensor amplifications. In this
case, however, the inversion yields the relative moment tensors and
the relative sensor amplifications only. The scalar moments and the
absolute sensor amplifications cannot be determined.

As for the standard moment tensor inversion, the joint inver-
sion works properly if the following conditions are satisfied:
(1) the network of sensors must ensure a dense coverage of the
focal sphere, (2) amplitudes of events must have a good signal-to-
noise ratio, (3) the propagation velocity within the specimen must
be known with the highest accuracy as possible, and (4) event
locations must be accurate. In addition, extensive datasets of
events, displaying a variety of focal mechanisms, are required so
as the system of equations to be well overdetermined. In order to
increase the accuracy of the amplifications, the inversion can be
performed in iterations (for details, see [12]). In this case, the
sensor amplifications are calculated repeatedly with gradually
increasing accuracy. If the difference between the amplifications
from the previous and the current iterations are less than a
prescribed error, the iteration process is stopped. If no sensor
amplification is known before the calibration, the average of the
sensor amplifications must be fixed in the inversion.

3. Experiment setup and AE hypocentre locations

The method is exemplified on acoustic emissions recorded
during a triaxial compression experiment carried out at the GFZ
Potsdam. The experiment was performed on a cylindrical
Bentheim sandstone specimen (50 mm diameter and 105 mm in
length) with a notch in its mid-height. The specimen was initially
loaded under isotropic compression (up to 160 MPa confining
pressure) and subsequently under deviatoric compression (with
a displacement control at a rate of 20 pm/min) up to almost 1.2% of
axial strain, before being fully unloaded. Compaction bands were
formed in this specimen, alike what has been also observed in
other porous sandstones being subjected to similar stress states
[17,18]. A detailed description of the experimental results as well
as the formation and evolution of the developed compaction
bands is not the subject of this paper and it will be published in
another paper.
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Fig. 1. (a) Schematic plot of the positions of the AE sensors glued on the surface of the Bentheim specimen; (b) Azimuthal coverage of AE sensors used as receivers (in blue)

and as receivers and transmitters (in red) as a function of the length of the specimen.



Davi et al. / International Journal of Rock Mechanics & Mining Sciences 62 (2013) 59-67 61

Sixteen P-wave sensors were glued to the surface of the
specimen, providing a good azimuthal coverage, and two P-wave
sensors (embedded in two metallic spacers) were placed at its top
and bottom boundaries. These AE sensors were made of piezo-
ceramic disks of 2 mm thickness and 5 mm diameter and had a
resonant frequency of 1 MHz. Fig. 1 illustrates the positions of
these sensors on the surface of the Bentheim specimen. During the
experiment, all AE sensors were connected to a sixteen channel
transient acquisition system (DAXBox, PROKEL, Germany), which
worked in a continuous mode recording either AE or ultrasonic
transmissions (for more details see [17,19]). During the latter
measurement, half of the sensors (shown in red in Fig. 1b) were
emitting consecutively every 30 s a rectangular pulse of 100V in
amplitude and 3 ps in duration. These pulses were recorded on the
remaining sensors (ultrasonic receivers, shown in blue in Fig. 1b),
forming 65 individual ultrasonic transmitter-receiver traces across
the specimen during each ultrasonic transmission measurement
(pulses of eight transmitters recorded at eight receivers plus one
trace of the sensor pair 16-15, because pulses of transmitter 16
were recorded only by receiver 15).

The recorded waveforms were processed in the following way.
Both AE and ultrasonic transmission waveforms were automatically
discriminated. The P-wave onset times were measured by applying
an automatic picking algorithm, based on the Akaike information
criterion [20], and the first P-wave amplitudes were automatically
captured for both AE and ultrasonic transmission waves. Time-
dependent 1D-velocity layered model was estimated based on
ultrasonic transmission data. The AE hypocentre locations were
calculated by minimizing the travel time residuals, using the down-
hill simplex algorithm [21] and taking into account the velocity
model estimated from the ultrasonic velocity measurements.

Fig. 2 shows the ultrasonic transmission velocities measured
along rays between six transmitter-receiver pairs as a function of
time during the experiment. Sensors 15-16 measured velocities
along the length of the specimen. Ultrasonic velocities decrease in
time, which indicates the creation of damage in the specimen. The
velocity reduction is, however, rather small being less than 2%. In
addition, the damage in the specimen produces seismic aniso-
tropy, which gradually increases with time. But its strength is also
small being less than 1% even at later stages of the experiment.

Three different time stages have been selected to illustrate
the efficiency of the presented network calibration method.
The hypocentre locations of AE events recorded during these three
stages and during the whole deviatoric loading stage are shown in

Deviatoric loading
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1 1 1 1
0 500 1000 1500 2000 2500 3000 3500 4000 4500
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Fig. 2. Velocity variations measured along rays between six transmitter-receiver
pairs as a function of time. Three different time windows (stages) have been chosen
for the network calibration and the moment tensor inversion.

Fig. 3. In all cases, a concentration of hypocentre locations is
observed in the mid-height of the specimen due to the existence
of the notch, which facilitated the formation and propagation of
compaction bands (see also [17,18]). The location accuracy of the
AE events was estimated from travel-time residuals being about
2 mm.

4. Sensor calibration
4.1. Calibration using ultrasonic transmission data

The amplitudes of the ultrasonic transmission (UT) first P-wave
pulses were used to assess the coupling quality of the sensors. The
applied calibration procedure (called as ‘ultrasonic calibration’)
estimates the coupling correction factors of all sensors as well as
the influence of the incidence angle.

The amplitude A; of an ultrasonic pulse emitted by the
ultrasonic transmitter i and recorded at the ultrasonic receiver j
is modelled according to

A= %exp(—aaZb)SiS . 9)

where r is the distance between the ultrasonic transmitter—
receiver pair (correction for the geometrical spreading assuming
the isotropic environment), S; and S; are the amplification factors
(coupling factors) for ultrasonic transmitter and receiver, respec-
tively. The exponential term is responsible for the incidence angle
correction of the ultrasonic receiver and for the take-off-angle
correction of the ultrasonic transmitter. As the straight ray paths
between transmitter and receiver are assumed, both angles are
equal resulting in the exponential term in Eq. (9) being squared.
The « coefficient is the angle of incidence to the ultrasonic
transmitter (or accordingly, the take-off angle of the ultrasonic
transmitter) and a and b are the coefficients defining variations of
recorded amplitudes with incidence/take-off angles. We invert for
coupling coefficients S; and S; as well as for a and b parameters by
comparing the observed ultrasonic transmission amplitudes
between different ultrasonic transmitters and receivers with those
predicted by Eq. (9).

The calibration procedure was performed for Bentheim sand-
stone using the ultrasonic transmission measurements of 14
sensors (sensors 15, 16, 17 and 18 were excluded) recorded in
the first part of the experiment (time <4000 s). Fig. 4a presents
the uncalibrated (raw) amplitudes of pulses emitted by seven
transmitters and recorded at seven receivers as a function of
incidence angle, whereas Fig. 4b displays the amplitudes already
calibrated for the coupling effects together with the estimated
common calibration curve. The comparison of Fig. 4a and b
provides clear evidence that three sensors display major coupling
problems (sensors 8, 10, and 13) with estimated amplification
factors standing 3.24, 3.37 and 2.43. It is therefore expected that
the quality of moment tensor solutions is lower while raw
amplitudes are used.

In the following section, we considered two versions of the
same dataset: (a) with raw amplitudes corrected only for the
incidence angle, and (b) with amplitudes corrected for the inci-
dence angle and for the UT-calibration amplitude corrections.

4.2. Calibration using the joint inversion for amplifications
and moment tensors

The calibration using the joint inversion (‘network calibration’)
has been applied to three selected temporal stages of the recorded
data (see Fig. 3b-d). The amplitudes of P-waves of the AE events
recorded by the full set of 14 sensors were inverted. The Green's
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Fig. 3. Hypocentre locations of acoustic emission events plotted in the x-z perpendicular projection: (a) the whole deviatoric stage; (b) time window: 1467-1940 s (stage 1);

(c) time window: 3651-3980 s (stage 2); (d) time window: 4040-4335 s (stage 3).
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Fig. 4. The amplitudes of recorded ultrasonic transmissions before (a) and after (b) calibration of AE sensors as a function of incidence angle for Bentheim sandstone. The raw
and calibrated amplitude curves constructed from transmissions recorded at seven receivers are shown in different colours corresponding to the ultrasonic receiver. The
black numbers denotes the ultrasonic receiver. The assessed common calibration curve used in the correction of amplitudes for incidence angle and coupling is shown in plot (b)
as the thick dashed line. The retrieved coupling factors (amplifications) due to applied calibration routine are show as table inset in plot (b).

function amplitudes were calculated using the ray method [22] and
incorporated the effects of the free surface. The velocity model was
homogeneous and isotropic and the rays were straight lines. Using the
homogenous velocity model is justified as the highly damaged zone is
limited to the relatively thin area bounding the compaction band.
Hence, the rays passed mainly the remaining part of the sample where
the velocities are decreasing only slowly and uniformly throughout the
experiment. Moreover, differences in the P-wave velocities for differ-
ent ray paths are very small, so the velocity anisotropy of the sample
can also be neglected (see Fig. 2). The stages counted 1250, 5500 and
3750 events. The three datasets were further divided into subsets of

250 events; hence the total number of subsets was 42. We adopted
the value of 250 events for each subset as a trade-off between
computational cost and the need of ensuring high variability of focal
mechanisms in order to determine the sensor amplifications with a
sufficiently high accuracy. The number of iterations of the inversion
process was fixed to 25. The sensor amplifications were calculated for
all 42 subsets using raw data (‘amplifications of uncalibrated sensors’)
and data ultrasonically calibrated as described in Section 4.1 (‘ampli-
fications of calibrated sensors’).

Figs. 5 and 6 summarize the retrieved amplifications of indivi-
dual sensors, for both raw and calibrated data. If the ultrasonic
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Fig. 5. Sensor amplifications of uncalibrated (raw) data calculated for three
selected stages. The amplifications are plotted for the individual fourteen sensors.
Each blue star represents a value calculated by the network calibration for one
subset of 250 events. The clustering of amplifications indicates a high degree of
stability with respect to event subsets. The red open circles show amplifications
obtained by the ultrasonic calibration. The amplifications are normalized the
average amplification of the complete set of sensors to be one.

calibration (see Section 4.1.) is sufficiently accurate and equivalent
to the network calibration, the network calibration using the raw
data should yield identical amplifications as the ultrasonic calibra-
tion, and the network calibration using the ultrasonically cali-
brated data should yield amplifications equal to 1. However,
Figs. 5 and 6 indicate visible differences between both calibration
procedures:

(1) The amplification values of the network calibration retrieved
for each sensor show a very similar trend in the selected time
intervals. This proves a robustness of the network calibration
and a high degree of time-stability of the amplifications.

(2) The amplifications retrieved using the network calibration
show roughly similar trends as those retrieved using the
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Fig. 6. Sensor amplifications of ultrasonically calibrated data (see Section 4.1.)
calculated for three selected stages. The amplifications are plotted for the
individual 14 sensors. Each blue star represents a value calculated for one subset
of 250 events. The clustering of amplifications indicates a high degree of stability
with respect to event subsets.

ultrasonic calibration. Both calibration procedures confirmed
that AE sensors 8, 10 and 13 are badly coupled and require a
significant correction, which is reflected in high values of
recovered amplification factors (see Fig. 5).

(3) As expected, the amplification corrections produced by the
network calibration are closer to 1 if the ultrasonically cali-
brated data are used (see Fig. 6), especially for the sensors with
bad coupling.

Fig. 7 shows a detailed temporal variation of retrieved ampli-
fications for three selected sensors (1, 11, and 13, see Fig. 1b). The
amplifications of the selected uncalibrated sensors (in blue) dis-
play a scatter with values between 0.6 and 2. Nevertheless, these
values are quite stable when calculated for different subsets of
events. The amplifications of the selected ultrasonically calibrated



64 Davi et al. / International Journal of Rock Mechanics & Mining Sciences 62 (2013) 59-67

Sensor 1

18 |

14 |

it ars. el
pmeteseestanne ton ety HERHIHE

Amplification

0.6
02 L il 4 L
0 10 20 30 40
Sensor 11
18 |
c 14 |
]
g
é. T pq '..'.."""°.'.......#+h| -Fq-,:ﬁ:h_
<
0.2 ) L L L
0 10 20 30 40
Sensor 13
0 O L ° )
18 } ® o0 o %% ++'h.FH'
Od) ° .. "c.... .‘f-'f' 'FFH+
14 |

+
b%ﬁ."'o 0%°* ".000..'°-H*'H- +"'F|‘|'+i'++|'

Amplification

0.2 L 1 I L
0 10 20 30 40

Subsets

Fig. 7. A comparison of the sensor amplifications calculated for ultrasonically
calibrated (in red) and uncalibrated (in blue) data for three selected sensors (sensor
1, 11, 13) and for three stages (open circles for stage 1, dots for stage 2 and crosses
for stage 3). Amplifications obtained from uncalibrated data show a higher level of
scattering of amplification values with respect to calibrated data.

sensors (in red) are less scattered ranging between 0.8 and 1.1 and
also the variation of sensor amplifications for different subsets of
events is less pronounced than for raw data (see Fig. 7). Since the
retrieved amplifications are consistent for all 42 subsets and
display no significant variation in time, we can conclude that:

(1) The network inversion was successful and yields reliable
amplification values for all sensors.

(2) The coupling effects between the sensors and specimen are
similar in all three stages of the experiment. Hence, we do not
observe any significant evolution of the coupling effects
in time.

(3) The ultrasonic calibration of sensors improved the quality of
the data, because the amplifications of calibrated sensors are
closer to 1 when compared with amplifications of uncalibrated
Ssensors.

(4) Even if the quality of the ultrasonically calibrated data is much
higher than that of the raw data, the accuracy of the sensor
amplifications can be still further improved by applying the
network calibration.

The accuracy of the final sensor amplifications can be estimated
using the jack knife approach described by Davi and Vavryc¢uk [12].
For each stage, we run the iterative procedure 50 times for 100
randomly chosen events and calculate the mean value and the
standard deviation of the amplifications. The results obtained for
Stage 1 are shown in Fig. 8. The standard deviations span from
0.02 to 0.05 for the majority of the calibrated sensors except for
sensors 2 and 10 with the standard deviation about 0.07. The
standard deviations of sensor amplifications calculated for raw
data are about three times higher. This indicates that when the
ultrasonic calibration is not available, it is still possible to deter-
mine the sensor amplifications but the highest accuracy is
achieved when the inversion for amplifications is applied to
ultrasonically calibrated data.

Since the sensor amplifications are characterized by a high
stability in time, we decided to calculate the average values of
amplifications over all subsets for each of the three stages. These
values retrieved for uncalibrated (raw) and ultrasonically cali-
brated data are used to correct the amplitudes of the recorded
waveforms and consequently to calculate accurate moment ten-
sors of the AEs.

5. Moment tensors and their accuracy

In order to exemplify the effects of inaccurate amplitudes on
the resultant moment tensors, we perform the moment tensor
inversions of four different datasets of amplitudes. We invert the
uncalibrated (raw) amplitudes, the amplitudes obtained using the
ultrasonic calibration as described in Section 4.1, the corrected
amplitudes using the network calibration of the raw data, and
finally, the corrected amplitudes using the network calibration of
the ultrasonically calibrated data. The moment tensors are decom-
posed into the double-couple (DC), isotropic (ISO) and compen-
sated linear vector dipole (CLVD) components according to the
formulas of Vavrycuk [16]. The quality of the results is evaluated
through the analysis of the root-mean-square (RMS) residuals
defined as the sum of the normalized differences between the
synthetic and observed amplitudes at all sensors for the individual
events. The dataset of the first stage is shown here as an example,
stages 2 and 3 display similar trends.

Fig. 9 shows the DC and non-DC components of the uncor-
rected and corrected moment tensors for the uncalibrated data. A
general pattern of the P and T axes (left-hand plots) is expected
being produced by the deviatoric compression of the specimen
during the experiment. The P axes have nearly vertical directions;
the T axes are rather horizontal with no distinct azimuthal
preference. The CLVD and ISO components are negative and
indicate compressional mechanisms [11], which are associated
with the presence of the compaction band in the specimen.
Although the overall pattern of the DC and non-DC components
is similar for corrected and uncorrected moment tensors, they
differ in details. The corrected moment tensors show significantly
lower values of RMS: the average RMS decreased from 0.3 for
uncorrected moment tensors to 0.12 for corrected moment ten-
sors. In addition, the non-DC components are more clustered for
corrected moment tensors.

Similar trends are visible in Fig. 10 which shows the DC and
non-DC components of uncorrected and corrected moment ten-
sors for the ultrasonically calibrated data. Again, the corrected
moment tensors display more clustered non-DC components and a
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lower value of the RMS. The average RMS is 0.17 for calibrated
amplitudes and decreases after correction to a value less than 0.1.
A detailed comparison of the RMS values for calibrated/uncali-
brated data before and after corrections is shown in Fig. 11. The
figure indicates a significant reduction of the RMS values after

applying the ultrasonic calibration of amplitudes (Fig. 11b). How-
ever, the RMS is further reduced after applying the network
calibration, which indicates that the accuracy of the resultant
moment tensors is increased after corrections. The figure also
indicates that avoiding the ultrasonic calibration procedure, which
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Fig. 10. Same as for Fig. 9 but for ultrasonically calibrated data.
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Fig. 11. (a) A comparison of the RMS values obtained for uncorrected data and
ultrasonically calibrated data.

might sometimes be intricate and laborious, is possible. If the
ultrasonic calibration is missing we can apply the network
calibration to uncalibrated data and improve the accuracy of
moment tensors. The accuracy is similar or even better than that
obtained from ultrasonic calibration.

6. Discussion and conclusions

Accurate and undistorted recordings of AEs in laboratory
experiments are a necessary condition for any advanced source
studies and interpretations of moment tensors. A careful calibra-
tion of sensors including both their frequency response and a
measurement of the coupling effects between the sensor and the
specimen is required for such studies. This procedure is always a
challenging task and a frequent source of inaccuracies. As shown
in this paper, the presented method can solve the problem in an

b

After network calibration

RMS

600
Events

800 1000 1200

(b) for data corrected using the network calibration. Red—uncalibrated data, blue—

efficient and elegant way. By applying a joint inversion for sensor
amplifications and moment tensors to a set of sufficiently large
number of AEs (hundreds of events), we can determine the actual
sensor amplifications including the coupling effects.

The calibration method applied to AEs recorded in a compac-
tion band experiment performed on the Bentheim sandstone
proved to produce accurate sensor amplifications. The increase
of accuracy is indicated by lower RMS values between the
synthetic and observed amplitudes in the moment tensor
inversion. In addition, the non-DC components, which are in
general very sensitive to numerical errors in the inversion,
display visibly more compact clustering after applying the
proposed calibration. If the ultrasonic calibration of sensors is
available, the proposed joint inversion can be applied to cali-
brated data and further improve their accuracy. In case of
experiments performed under complicated or extreme stress
regimes, when the coupling between the sensors and the specimen
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might change in time, the proposed method can retrieve time
dependent sensor amplifications.
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