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Abstract The relative locations of earthquake hypo
centres determined with the master-event (ME) or the
double-difference (DD) methods are more accurate and
less dispersive compared to the absolute locations. In this
paper, we conduct synthetic tests to assess the accuracy of
the ME and DD location methods, to study the effects of
the control parameters on the locations and possible
distortions of the foci geometry. The results indicate that
the DD locations are, in general, more accurate than the
ME locations and perform significantly better for large
earthquake clusters due to their independence of the
master event position. The location precision, however,
strongly depends on the control parameters used. If the
control parameters are optimally chosen, the location
errors can be considerably reduced. Moreover, it is
proved that no distortion such as artificial clustering of
foci is introduced if relative locations are used. Finally,
the efficiency of both location methods is exemplified on
locations of swarm micro-earthquakes that occurred in
the West Bohemia region, Czech Republic, in order to
reveal a detailed geometry of the active fault zone.

Keywords Earthquakes . Earthquake
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1 Introduction

The classical absolute methods for location of earth-
quake hypocentres are based onminimizing the residuals
between the predicted and observed travel times from the
source to the stations. The accuracy of these methods is
controlled by errors in arrival times and by inaccuracies
in the velocity model (Pavlis 1986). The errors intro-
duced by the velocity model can be considerably mini-
mized using the relative location methods such as the
master-event (ME) method or the double-difference
(DD) method. The ME method is based on minimizing
the residuals between the predicted and observed differ-
ential times of the processed event and the master event
(Zollo et al. 1995; Havskov and Ottemoller 2010). On
the contrary, the DD method minimizes the residuals
between the predicted and observed differential times
of neighbouring events (Waldhauser and Ellsworth
2000). These methods were successfully applied to nu-
merous studies of various seismically active areas pro-
ducing more focused patterns of seismicity and more
detailed shapes and orientations of active faults
(Stoddard and Woods 1990; Zollo et al. 1995;
Waldhauser and Ellsworth 2000, 2002) than the absolute
location methods.

The properties of the DD and ME methods have
also been studied numerically on synthetic data, in
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order to test their sensitivity to uncertainties present in
the input data (i.e. in the velocity model and in arrival
times). For example, Michelini and Lomax (2004)
applied the DD method to a circular cluster of foci
and showed that an inappropriate choice of the veloc-
ity model combined with unbalanced source-receiver
distributions can lead to a significant distortion of the
cluster and a bias in the relative hypocentre positions.
Lin and Shearer (2005) located a cluster of foci by
three relative methods: the DD method, the
hypocentroidal decomposition method (Jordan and
Sverdrup 1981) and the source-specific station term
method (Richards-Dinger and Shearer 2000). They
showed that the three methods produced very similar
results for a compact cluster and almost the same
errors due to the uncertainties in the model and data.
Jones et al. (2008) showed that, in addition to un-
certainties in the arrival times and in the isotropic
velocity model, the DD locations can be affected by
neglecting or underestimating the seismic anisotropy.

In this paper, we focus on a thorough comparison of
the efficiency and accuracy of the ME and DD
methods. We perform a series of synthetic tests regard-
ing the optimal choice of the parameters affecting the
location results and study the possible distortion of the
focal zone introduced by the methods. We also com-
pare the DD and ME locations in terms of their sensi-
tivity to errors in arrival times and inaccurate velocity
models. After synthetic tests, we exemplify the prop-
erties of the ME and DD methods on real observations
of the seismicity in West Bohemia, Czech Republic.
This region is characteristic and well known for the
reoccurrence of earthquake swarms, and the configu-
ration of the seismic network and geometry of the
focal zone are suitable for calculating highly accurate
relative locations.

2 Location methods

2.1 Absolute locations

The absolute location methods aim to minimize the
differences between the observed and predicted travel
times at stations for a single event (e.g. Herrmann 1979).
The procedure is basically non-linear and is usually
linearized and solved using the least-squares method
(Menke 1989; Lay and Wallace 1995). In this method,
a truncated Taylor series expansion is used to relate

linearly the travel-time residual rik between the observed
and calculated travel times of event i recorded by station
k to the error in its location and in its origin time,
Δpi ¼ Δxi; Δyi; Δzi; Δti0

� �
, by the relation:

@tik
@p

Δpi ¼ rik : ð1Þ

Vector Δp i represents the variations in the
hypocentre parameters, which would minimize resid-
ual rik . Usually, the linearized inversion converges
rapidly unless the stations are badly configured or
the initial location is very far away from the optimum
solution. The other possibility is to keep the non-
linearity of the problem and apply non-linear solvers
or grid search over all possible locations to find the
minimum of the sum of the squared residuals,

ei ¼
XN
k¼1

rik
� �2 ¼ min ð2Þ

where N is the total number of observations.
The accuracy of the final solution obtained using

the minimization procedure is affected by two main
factors: (1) by uncertainties in the velocity model
along the ray paths and (2) by the errors in arrival
times. While the former can be separated into the
uncertainties of the velocity structure of the focal
zone, the intermediate medium and the near station
effects, the latter includes the random picking errors
and errors in the time base of the seismic stations.

2.2 Master-event locations

To compensate for the systematic errors in the arrival
times and for the uncertainties in the velocity structure
between the focal zone and stations, relative location
methods are used. A classical approach is represented
by the ME method (e.g. Stoddard and Woods 1990;
Zollo et al. 1995), which minimizes the differences
between the observed and calculated differential travel
times of the phase k observed for the located event i
and the master event:

drik ¼ tik � tME
k

� �obs � tik � tME
k

� �cal
; ð3Þ

ei ¼
XN
k¼1

drik
� �2 ¼ min ð4Þ
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where superscript ‘obs’ stands for the observed quan-
tities, superscript ‘cal’ for the calculated quantities, i
identifies the event and ME the master.

It is required that the master event be recorded at a
large number of stations, and to be located optimally
in the centre of the cluster of events to ensure approx-
imately parallel ray paths of the master and located
events to the stations. Additionally, the extent of the
located cluster should be small compared to the epi-
central distances. This limits the use of the ME method
to earthquake clusters much smaller than the seismic
network aperture, the event-station distance and the
scale length of the velocity heterogeneities. Given
these conditions, the ray paths between the sources
and the individual stations are similar for almost the
entire ray, with the main deviation occurring in the
source region (Frèchet 1985; Got et al. 1994). With
this ray geometry, the differences in the travel times
can be attributed with high accuracy to the spatial
offset between the events.

Some examples of the successful application of the
ME method include the relocations of earthquakes in
the northern part of the Gorda block (Stoddard and
Woods 1990) or the identification of active faults in
the upper crust of northern Switzerland (Deichmann
and Garcia-Fernandez 1992). The ME method was
also successfully applied to mining-induced micro-
seismic events after excavation (Gibowicz and Kijko
1994).

2.3 Double-difference locations

The DD method (Waldhauser and Ellsworth 2000)
overcomes the ME constraints by minimizing the dif-
ferences between the observed and calculated differ-
ential travel times of any two events i and j recorded at
the same station k:

drijk ¼ tik � tjk
� �obs � tik � tjk

� �cal ð5Þ

This way, the ME requirement that the located and
the master events be recorded at the same stations and
the distance between the events be small enough ap-
plies to individual event pairs. This provides the op-
portunity precisely locating the earthquakes that are
spread in space and recorded at different stations. With
this method, it is possible to use both absolute travel
times and also waveform cross-correlation differential

times to improve the precision of the hypocentre
locations.

In the DD method, pairs containing two
neighbouring events are created. The events are locat-
ed relative to each other. If we combine Eq. 5 for M
event pairs observed at N stations, we get a system of
linear equations of the form

WGc ¼ Wd ð6Þ

where G is the N×4M matrix of the partial derivatives
of the double differences with respect to the hypocen-
tral parameters, d is the N vector containing the double
differences, c is the 4M vector containing the pertur-
bations of the hypocentral parameters we wish to
determine, and W is the diagonal matrix of weights.
If one event is poorly linked to the other events, then
matrix G is ill conditioned and Eq. 6 becomes numer-
ically unstable. The instability is resolved by damping
the solution by factor 1.

The DD method is widely used to locate earthquake
hypocentres with high precision. It was applied for the
first time by Waldhauser and Ellsworth (2000) to two
clusters of earthquakes located on the northern
Hayward fault, California. The DD locations showed
less dispersion and gave more details of the fault.
After that, numerous successful applications of the
DD method were published: for example, the locations
of aftershocks in the Çinarcik basin in Turkey, associ-
ated with the 1999 Izmit earthquake Mw 7.4 (Bulut
and Aktar 2007) or the precise locations of the after-
shocks of the 2003 Tecomán (Colima, Mexico) earth-
quake (Andrews et al. 2011).

2.4 Cross-correlation of waveforms

In addition to the above advantages of the ME and DD
methods, the precision of the hypocentre locations can
further be improved by including differential travel
times computed using cross-correlations. The cross-
correlation measures the similarity of two waveforms
x(t) and y(t) as a function of time lag C:

Cxy tð Þ ¼ xðtÞ � yðtÞ ¼
Zþ1

�1
xðtÞy t þ tð Þ dt ð7Þ

where ‘⊗’ symbolizes the correlation operator.

J Seismol (2013) 17:841–859 843



If two events forming a pair have close foci, the
waveforms should be similar because they are affected
by the medium in the same way. In this case, the
differential times between the events can be efficiently
computed by the waveform cross-correlation. The
cross-correlation differential times are in general high-
ly accurate. They are less sensitive to the signal-to-
noise ratio because they are calculated as time shifts
between the whole waveforms including cases when
the actual onsets are hidden in noise. Moreover, they
can principally be determined with errors even less
than the sampling interval if the waveforms are
oversampled before being cross-correlated.

2.5 Location accuracy

The ME and DD methods give precise relative loca-
tions and provide focused images of fault geometry.
As regards the absolute locations, it is commonly
assumed that the relative methods cannot improve
their accuracy because the differential travel times
depend on the distances between the located events
only. However, Menke and Schaff (2004) showed with
synthetic tests that the absolute locations can, in prin-
ciple, be determined even by using the DD travel
times. Their results show that the absolute locations,
computed from the DD differential times, have errors
comparable in magnitude, or even smaller than the
absolute methods. The improvement arises from the
same reasons why the DD method yields superior
relative locations: (1) the high accuracy of the differ-
ential times computed by cross-correlations, and (2)
the smaller sensitivity of the differential times to sys-
tematic station-dependent errors and to the inaccura-
cies in the velocity model between the foci and
stations than the absolute travel times.

Similarly to other studies, we distinguish between
the absolute location errors, which are related to the
term ‘location accuracy’, and the relative location
errors, which are related to the term ‘location preci-
sion’. The relative location errors are understood to be
errors of event location relative to the other events in
the cluster.

3 Synthetic tests

In this section, we perform a series of synthetic tests in
order to exemplify the properties and the efficiency of

the ME and DD methods. We adopt a station config-
uration and geometry of the focal zone, which mimics
observations of seismicity in West Bohemia, Czech
Republic, used as an example of the real application
in Sections 4 and 5. The West Bohemia region is
monitored by the local seismic network WEBNET
consisting of 13 three-component permanent seismic
stations and 10 mobile seismic stations densely cov-
ering the region under study (see Fig. 1). The epicen-
tral distances of stations are up to 30 km, the depth of
the foci is between 7 and 11 km. The configuration of
the network and the position and size of the focal zone
guarantee high-quality recordings of the earthquakes.
The combination of good station coverage and an
extensive number of earthquakes focused in a small
and compact seismic zone make the application of the
ME and DD methods particularly suitable.

For testing the precision of the location methods,
we create a synthetic dataset consisting of 675 regu-
larly spaced foci at depth of 9 km. The foci are divided
into nine sub-clusters, separated by distances of 50
and 30 m in the N–S and E–W directions, respectively.
Neighbouring foci belonging to the same cluster are
separated by 30 m in the N–S direction, by 20 m in the
E–W direction and by 60 m in depth. Hence, the size
of the whole cluster is about 800 m in the N–S direc-
tion, 600 m in the E–W direction and 200 m in depth
(Fig. 2). The mean depth of the cluster is 9.2 km. We
evaluate the location error as the distance difference
between the true location and the located position.

The synthetic travel times of the P and S waves
from foci to the stations are computed using a 1D
layered velocity model proposed for the West
Bohemia region obtained by refining the model of
Málek et al. (2000). The Vp/Vs ratio is 1.70. This
model is also used for the relocations, except for the
cases when velocity mismodelling is tested using a
homogeneous model. The initial locations of foci for
the DD method are obtained by randomly perturbing
the true foci, the mislocation error reaching values of
up to 300 m for some events.

3.1 Master-event locations

The algorithm used for the relocation is similar to the
method of Zollo et al. (1995), which is based on the
minimization of the squares of the differential resid-
uals between the located and ME events (see Eqs. 3
and 4). To find the minimum of the misfit function, a
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grid search in coordinate space with a gradually de-
creasing grid size is applied. This guarantees success-
ful convergence of the location with no need of setting
the initial location.

The main control parameter of the algorithm is the
position of the master event within the located cluster.
To test the sensitivity of the method to this parameter,
we use three different master events: first, in the centre
of the focal zone, second, between the centre and edge
of the focal zone, and third, at the edge of the focal
zone. True positions with no mislocation errors are
used for the master events, and exact (noise-free)
travel times are inverted. The results show that the
average error of the locations is almost the same for
the three positions of the master event: the average
error is 5.58 m when the master event is positioned in
the middle of the focal zone (Fig. 2), and 5.72 m when
it is positioned at the edge of the focal zone. This
indicates that the role of the relative position of the
master event in the focal zone is minor if noise-free
data are inverted. When the three ME positions are

shifted by 10 m in depth, the whole cluster also shifts
the same distance in depth as the master event, and the
error increases. This indicates that the shape of the
structure is almost independent of the accuracy of the
ME location, which affects the absolute locations only.

The sensitivity to errors of arrival times is tested by
perturbing the true travel times by random noise uni-
formly distributed from −10 to 10 ms for the P waves
and from −15 to 15 ms for the S waves. In this case, the
location errors increase slightly compared to the noise-
free data, the average error being 5.70 m when the
master event is positioned in the centre of the focal zone,
and 5.89 m when it is positioned at the edge.
Nevertheless, the locations remain stable and close to
the exact locations. If we increase the noise level to −15
and 15 ms for the P waves and −30 and 30 ms for the S
waves, the effect of noise is more visible, especially at
the hypocentral depth (Fig. 2), and the average error
increases to 35.10 m.

The errors of the ME locations increase if the seismic
velocity model is unknown or very approximate. This is

Fig. 1 The topographic map of the West Bohemia/Vogtland
region. The epicentres of the 2008 swarm micro-earthquakes
are marked by red circles; the WEBNET stations are marked by

blue triangles. The dashed-dotted line shows the border be-
tween the Czech Republic and Germany. The colour scale
shows the surface elevation in metres
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simulated by calculating the noise-free synthetic travel
times in a 1D velocity model and locating in a
homogeneous half-space velocity model and by using
three different master events. As expected, the highest
precision of locations is achieved when the master
event is positioned in the centre of the focal zone: the
average error is 7.76 m in this case. The lowest
precision is for the master event at the edge of the
focal zone, the average error being 19.70 m. This
finding indicates that the role of the relative position
of the master event in the focal zone is important and
that the velocity mismodelling increases the location
errors. The influence of the velocity mismodelling is
checked also by examining the dependence of the
location error on the distance from the master event
(Fig. 3). It turns out that the location error increases
linearly with the distances of the foci from the ME
position.

Finally, we test the effect of the number of stations
on location precision. We decrease gradually the num-
ber of stations from 23 to 4 and locate noise-free as

well as noisy data. The tests indicate that the errors
increase only slightly by decreasing the number of
stations (see Table 1 and the black curves in Fig. 4).
As expected, the noisy data show several times higher
location errors than the noise-free data.

3.2 Double-difference locations

The DD locations can be calculated using the HypoDD
code designed and published by Waldhauser (2001).
The location strategy in this code is controlled by sev-
eral parameters. One of the most important parameters is
the maximum separation distance (MAXSEP) between
two events i and j forming one pair. This param-
eter controls the size of the created clusters and
inversely also the number of clusters being locat-
ed. Additionally, it affects the number of events
excluded from the location procedure due to the
small number of links to neighbouring events. The
maximum number of neighbouring events is limit-
ed by the MAXNGH parameter.
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Fig. 2 Synthetic test of the master event locations (red dots)
with the master event positioned in the centre of the focal zone
for noise-free travel times (left) and travel times disturbed by

random noise (right) with maximum level of ±15 ms for the P
waves and ±30 ms for the S waves. True locations are marked
by blue circles
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First, we test the location accuracy in the exact 1D
velocity model and for noise-free travel times. We vary
the MAXSEP parameter from 20 m to 1 km, locate the
events with the perturbed initial locations and compare
the results with the exact locations. The most accurate
locations are found for theMAXSEP value of 1 km. The
lowest accuracy is achieved for the MAXSEP value of

20 m (Fig. 5). Figure 6 shows the average errors in
location and travel time as a function of MAXSEP. It
clearly shows that the error decreases as MAXSEP in-
creases. This is because high values of the separation
distance allow for a large number of foci pairs. The foci
are then strongly linked, and the system of equations is
well overdetermined.WhenMAXSEP becomes smaller
than 70 m, the error increases considerably in our event
configuration, as the data are divided into multiple clus-
ters. The events from two different clusters are not
linked and thus they are located separately. A similar
tendency is observed also if the maximum number of
foci pairs per event, controlled by parameter MAXNGH
for MAXSEP fixed at a value of 1 km, is varied. The
minimum value of MAXNGH is equal to 3, so one
event can have a minimum of three foci pairs. The
location errors decrease with an increasing total number
of foci pairs confirming the above results. Therefore, in
the following tests, we maintain the MAXSEP distance
equal to 1 km and the MAXNGH equal to 50, which
ensure a sufficiently large number of foci pairs.

Second, we test the location accuracy in the exact
1D velocity model and for noisy data after adding
random noise uniformly distributed from −10 to
10 ms for the P waves and from −15 to 15 ms for
the S waves. The tests show that the DD locations
remain stable and close to the exact locations by 4.5 m
on average. However, after increasing the random
noise to levels from −15 to 15 ms for the P waves
and from −30 to 30 ms for the S waves, the average
error of locations increases to 15.70 m (Fig. 7).

Third, we tested the dependence of the location
precision on the number of stations. We decreased
the number of stations by decreasing the maximum
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Table 1 The master-event and double-difference average errors

Number of stations Noise-free data Noisy data (15 ms
for P and 30ms for S)

ME error
(m)

DD error
(m)

ME error
(m)

DD error
(m)

23 5.58 3.53 35.10 15.72

16 5.75 4.02 37.21 18.30

12 6.42 4.51 39.72 22.51

8 6.88 5.02 42.97 30.12

4 10.07 11.71 51.21 58.21
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Fig. 4 The variation of the average error of the double-
difference (red colour) and master-event (black colour) loca-
tions with respect to the number of stations for noise-free data
(solid line) and for noisy data (dashed line)
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number of observations (MAXOBS). As expected, the
error decreases if the number of stations increases
(Fig. 4 and Table 1), which is explained by increasing
the number of the foci pairs involved in the location

procedure. Again, the location errors slightly increase
after adding random noise.

Finally, the influence of the velocity mismodelling
is checked similarly to the ME method by calculating
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0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

x 10
6

0 

50 

100 

Total number of event pairs

E
rr

or
 [m

]

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

x 10
6

0 

5 

10 

15 

Total number of event pairs

R
M

S
 [m

s]

30 m

50 m
70 m 100 m 500 m &1 km

20 m

50 m
30 m

20 m

100 m70 m 500 m & 1km

Fig. 6 The variation of the
average error of the double-
difference locations: error in
distance (top) and in the
travel time RMS (bottom)
with respect to the total
number of event pairs and
parameter MAXSEP (data
point labels) for noise-free
travel times (solid lines) and
noisy travel times (dashed
lines). The noise level is
±15 ms for the P waves and
±30 ms for the S waves

848 J Seismol (2013) 17:841–859



the synthetic travel times in the 1D velocity model and
locating in the homogeneous half-space velocity mod-
el. We examine the dependence of the location errors
on distance from the centre of the foci cluster (Fig. 3).
For noise-free data, the average location error is about
4.25 m, which is significantly smaller than the average
error of the ME locations. Besides, no linear increase
of the location error with distance from the centre of
the cluster was found. Nevertheless, some foci with
distance from the centre of the cluster larger than
300 m have larger errors (Fig. 3). The reason is that
these foci are less linked to the others forming thus a
smaller number of foci pairs.

Note that in the case of the velocity mismodelling, a
high value of MAXSEP can increase the error of the
location and time. To examine this effect, we relocate
the hypocentres in the inaccurate velocity model (ho-
mogeneous model) with varying MAXSEP. Figure 8
shows that the best accuracy is obtained for MAXSEP
of 70 m with the average location error of 8.84 m. For
MAXSEP of 1 km, the error reaches 9.36 m. This

means that the choice of the MAXSEP depends also
on uncertainties in the velocity model, but this depen-
dence seems to be rather weak.

3.3 Discussion

In order to compute highly precise locations, it is
necessary to analyse the data and optimize the control
parameters required in the ME and DD methods. In the
case of the ME method, the precision of the location is
mainly controlled by the choice of the master event. Its
position must be accurately located to get the best
absolute locations of foci. The relative position of
the master event within the focal zone becomes im-
portant in the case of the velocity mismodelling. The
most precise locations are obtained when the master
event is positioned in the centre of the focal zone and
the worst precise locations when the master event is
positioned at the edge of the focal zone. Obviously, if
the master event moves away from the middle of the
zone, some events can be quite distant from the master
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Fig. 7 Double-difference synthetic locations (red dots) with parameter MAXSEP of 1 km for noise-free travel times (left) and for noisy
travel times (right) compared to the exact locations (blue circles). The noise level is ±15 ms for the P waves and ±30 ms for the S waves
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event, and the location error becomes strongly
influenced by the velocity mismodelling.

The DD method produces the most precise loca-
tions if the maximum separation distance (MAXSEP)
is sufficiently large and allows for creating a suffi-
ciently high number of foci pairs. In this case, the foci
are strongly linked, and the inversion is well overde-
termined and stable. However, a high number of foci
pairs cause the location procedure to be time consum-
ing. For example, the computation can take several
hours for three million foci pairs computed by an
ordinary PC (2 GB RAM and 2.40 GHz processor
frequency). Moreover, as shown for the velocity
mismodelling, the choice of too large MAXSEP dis-
tance can be inadequate for the location (Fig. 8).
Therefore, it is desirable to find an optimum value of
MAXSEP which produces the best results for the
given configuration.

The same synthetic tests (velocity mismodelling,
noisy travel times and variable number of stations)
were performed for both methods and revealed that
the DD method yields more precise locations than
the ME method. This is because all events interact
between themselves in the DD method, while just
one event interacts with the others in the ME
method. The synthetic tests for the ME and DD
methods also prove that there is no visible distor-
tion of the focal zone, such as an artificial cluster-
ing of foci, in the relative locations under study.
Artificial clustering does not appear even if the
location accuracy is low or the velocity model is
very approximate. This means that the clustering of

the ME or DD locations, when real datasets are
processed, can be considered in most cases as reli-
able and not a numerical artefact of the location
method. An exception might be configurations of a
very low number of stations with poor azimuthal
coverage and the velocity model characterized by
extremely strong 3D inhomogeneities.

4 Application to the 2008 West Bohemia
earthquake swarm

In this section, the precision and efficiency of the
ME and DD location methods are exemplified on
observations of the 2008 swarm activity in West
Bohemia, Czech Republic. This area is known for
its pertinent seismicity which is characterized by a fre-
quent occurrence of earthquake swarms. The seismic
activity in this region is one of the manifestations of the
recent geodynamic activity displayed also by young
Quaternary volcanism and ubiquitous emanations of
mantle-derived carbon dioxide. One of the strongest
recent earthquake swarms occurred in October 2008
(Fischer et al. 2010, Vavryčuk 2011a, b). This swarm
lasted for 4 weeks and involved more than 25.000 micro-
earthquakes with magnitudes higher than −0.5. The
magnitude of the strongest earthquake was 3.8. The
hypocentres formed a 4-km long focal zone striking
N170°E at depths of 7.5–10 km. The tectonic structure
of the area is characterized by two main fault systems
(Babuška et al. 2007): the Sudeten NW–SE fault system
and the Ore Mountains (Eger Rift) WSW–ENE fault
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system. The tectonic complexity of the area is manifested
by the existence of other minor fault systems (Bankwitz
et al. 2003; Peterek et al. 2011).

4.1 Data

The analysed dataset consists of the P and S wave arrival
times of 483 micro-earthquakes recorded at 23 local
seismic stations of the WEBNET network (see Fig. 1).
The sampling frequency is 250 Hz, and the error of
manually picked arrival times is about ±4 ms for the P
waves and ±10ms for the S waves (Fig. 9). In addition to
the absolute arrival times, we measured also the

waveform cross-correlation differential times. Thanks
to the good quality of the manually picking time and
short duration of the direct P wave pulse, a short time
window was applied to observed waveforms before
cross-correlations: 0.1 s before and 0.2 s after the man-
ually picked P wave arrival times, and 0.1 s before and
0.3 s after the manually picked S wave arrival times. The
differential times were obtained by cross-correlating
waveforms in the frequency range from 3 to 10 Hz
(Fig. 10). The reliability of the cross-correlation times
was assessed by evaluating the correlation coefficient
(Fig. 11) between the waveforms, only data with corre-
lation coefficients higher than 0.8 being considered.
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Ultimately, 65,451 P wave and 60,660 S wave cross-
correlation differential times were retained. The abso-
lute delay time is computed by adding the differential
time computed from the cross-correlation to the dif-
ference between the original times of the correlated
waveforms.

4.2 Location strategy and control parameters

The initial hypocentre locations were determined
using the location code FASTHYPO (Herrmann
1979) based on minimizing the travel time residua at
all stations for each event (Fig. 12). The same velocity
model was used as in the synthetic tests (see Table 2).
This model was obtained by refining the model of
Málek et al. (2000) using the arrival times of local
quarry blasts and micro-earthquakes, and it is consid-
ered as the optimum model for the region. The model
is used in the initial locations as well as in relocations.
The ratio Vp/Vs is equal to 1.70, and the uncertainties
of the model should be less than 5 %.

In the ME method, we chose the master event near
the centre of the focal area. Given the high density of
foci and the small and compact area of seismicity, just
one master event is considered for the relocation. In the
DD method, the maximum separation distance
(MAXSEP) is chosen to be 0.7 km. This value is based
on synthetic tests and ensures including a sufficiently
high number of foci pairs and strong linking between the
foci. Each hypocentre is connected to a minimum of ten
other neighbours. During the relocation, we combine the
catalogue times (CT) and the waveform cross-
correlation differential times (CC) using the weighting
scheme shown in Table 3 found by extensive testing of
various schemes. In the first ten iterations, we down-
weight the P wave and S wave CC data to 0.01, in order
to allow for a coarse relocation. During the last ten
iterations, both the P and S catalogue manually picked
data are equally down-weighted to 0.01, in order to
refine the relocation. A total of 30 iterations was
performed. Since the tenth iteration, the observations
with travel time residuals higher than 30 ms were
down-weighted. A damping scheme was applied in the
HypoDD code to control the stability of the least-
squares inversion, which is quantified by the condition
number. We get a condition number equal to 65 at the
last iteration, which is in the range between 40 and 80
recommended for the stable inversion (Waldhauser
2001).

4.3 Results

Figure 13 shows the relocation of the 2008 swarm for
the three methods: master event (ME), DD using the
catalogue times (DD-CT) and also the cross-correlation
delay times (DD-CC). All three methods display a
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significant improvement in precision when compared to
the initial locations computed by the FASTHYPO code
(Fig. 12). This is because the systematic errors due to the
station effects and the inaccurate velocity model be-
tween the source and stations are well compensated,
thanks to the dense distribution of foci in the focal zone
area and a carefully selected master event. Among the
three methods, the ME locations display the lowest
precision. The DD method using the catalogue data
(DD-CT locations) performs better, and the highest pre-
cision is achieved when the waveform cross-correlation
differential times (DD-CC locations) are included which
results in the lowest dispersion of seismicity.

The map view and the cross sections of the final
locations in Fig. 13 show that the foci roughly cover

an area of 2×4 km within a depth range of 7–11 km.
The fault shows a complicated geometry consisting of
several segments with different orientations. The major-
ity of events occurred in the main part of the fault zone
located between depths of 8.3 and 10.3 km. The map
view projection shows that this fault segment is striking
169° from the north and dipping 80° from the vertical.
The deeper part of the fault, between depths of 10.3 and
11 km, shows a different orientation compared to the
main fault segment, displayed in the cross-section pro-
jection (parallel to BB′). The same section shows that
the upper part of the fault, located between depths of 7.2
and 9 km, has a remarkably different dip (68°) compared
to the main fault segment.
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Table 2 The West Bohemia velocity model

Layer number Depth (km) P wave velocity (km/s)

1 0.0 4.30

2 0.2 5.06

3 0.5 5.33

4 1.0 5.60

5 2.0 5.87

6 4.0 6.09

7 6.0 6.35

8 10.0 6.74

9 20.0 7.05

10 32.0 7.25

Table 3 Weighting scheme

Iteration WTC
CP

WTC
CS

WRCC
(s)

WTC
TP

WTC
TS

WRCT
(s)

10 0.01 0.01 NAN 1 0.75 NAN

10 0.01 0.01 NAN 1 0.75 0.03

5 1 1 NAN 0.01 0.01 0.03

5 1 1 0.015 0.01 0.01 0.03

WTCCP and WTCCS are the weighting parameters for the
cross-correlation differential times of the P and S waves, respec-
tively. WTCTP and WTCTS are the weighting parameters for
the catalogue differential times of the P and S waves, respec-
tively. WRCC and WRCT are the RMS weighting for the cross-
correlated and catalogue differential times. The symbol NAN
means that the weight is not considered in the computation
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We assessed the location errors of the ME and DD
methods by relocating foci with the use of noisy travel
times with random noise in the range of estimated
picking errors for the West Bohemia data (±4 ms for
the P waves and ±8 ms for the S waves). The location
error is then estimated as the difference between the
locations using the noise-free and noisy data.
Figure 14 shows that the lowest error was achieved
by the DD-CC method (i.e. using the cross-correlation
times). The average location error is 17 m, and the

average RMS is 4.8 ms. The error of the ME method is
about 62 m in location and 12.6 ms in the RMS.

We estimated also the errors induced by uncertainties
of the velocity model by perturbing the velocity in all
layers by ±5 %. If we apply the DD-CC method (i.e.
using the cross-correlation times), the average location
error is 105 m for the slow velocity model and 94 m for
the fast velocity model. As shown in Fig. 15, the veloc-
ity model uncertainties cause a slight shift in the fault
position but do not change its shape and orientation.
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Fig. 13 Locations of the
2008 earthquake swarm
using the master-event
method (ME), double-
difference method with cat-
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Similar results are obtained also when the P-to-S veloc-
ity ratio is perturbed.

The synthetic tests have confirmed (Fig. 3) that the
errors of the ME locations increase with distance from
the master event, which is most probably caused by
the higher sensitivity of the ME method to the un-
certainties in the velocity model and to unknown ve-
locity variations in the focal zone. In real data, the
errors of the ME method, estimated as the differences
between the ME and DD-CC locations, also slightly
increase with distance of the foci from the position of
the master event (see Fig. 16). This confirms that the
DD method is more suitable for locating earthquake
clusters with larger dimensions.

5 Double-difference locations of the 1993–2011
swarm activity in the main focal zone of West
Bohemia

As mentioned in the previous sections, the DD method
outperforms the ME location mainly in the ability to

relocate large heterogeneous data sets. This property is
particularly advantageous when analysing seismicity
covering a long time period during which the seismic
network could experience several reconfigurations
and/or temporary station breakdowns. As a result,
long-term observations of seismicity are usually of
variable quality, and a unified, detailed and accurate
seismicity image is difficult to obtain.

In this section, we employ the robustness of the DD
location method on analysing the seismic activity
within the fault zone of Nový Kostel in West
Bohemia where the most intense swarms took place
during the past 20 years (Fischer and Horálek 2003;
Fischer and Michálek 2008; Hiemer et al. 2012). Due
to a large number of waveforms and high quality of
the manually picked absolute arrival times, only the
catalogue differential times are used in the relocation.
The main control parameters of the relocation were as
follows: we used a minimum of four stations per
event, a minimum of four neighbouring events, the
MAXSEP parameter was 300 m, weights were 1 for
the P waves and 0.75 for the S waves, and we
performed 30 iterations with damping of 120.

Figure 17 shows that the hypocentres in the focal
zone of Nový Kostel cover roughly an area of 7×8 km
and are within a depth range of 6–13 km. The fault areas
activated by swarms in 2000 and 2008 overlap and show
a high density of foci. The DD locations prove that the
fault surfaces of the 2000 and 2008 swarms are identical
within the range of the location error. An analysis of the
Coulomb stress changes indicates that the 2008 swarm
occurred partly as a reactivation of the 2000 swarm fault
patch (Hainzl et al. 2012). Interestingly, the 2011 swarm
has activated a new fault segment adjacent to the north.
While the upper part of the 2011 fault patch at depths
smaller than about 8 km aligns with the fault patch of the
2000 and 2008 swarms dipping west, the lower part dips
in the opposite direction, to the east. This confirms that
the complicated geometry of the fault of the 2008 swarm
as shown in Section 4.3 is even more pronounced on a
larger scale of the fault zone. The DD locations of the
2011 swarm presented here are not complete because of
the ongoing manual processing of the swarm events.

6 Conclusions

The synthetic tests proved that the ME and DD loca-
tion methods are powerful tools capable of retrieving
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details of the fault geometry. As regards location pre-
cision and robustness with respect to errors in arrival
times and inaccuracies in the velocity model, the DD
method performs better than the ME method. The DD
locations of the synthetic data are twice as accurate as
the ME locations. The precision of the DD method
may be further improved by including the waveform
cross-correlation differential times. The ME method is
also highly precise but yields less stable results being
sensitive to the selection of the master event. This
limits its application to smaller earthquake clusters so
that the ray paths from foci to the individual stations

could be regarded parallel. Importantly, both ME and
DD locations display no visible distortion of the foci
zone and no artificial clustering of foci even in case of
noisy travel times.

The application of the ME and DD methods to
observations of the 2008 earthquake swarm in West
Bohemia, Czech Republic, reveals that both methods
perform significantly better than the standard absolute
locations. The estimated relative location errors range
from 17 m for the DD-CC method to 62 m for the ME
method. The higher precision of the DD method is
pronounced also in the more focused image of the

Fast velocity model

Slow velocity model

Fig. 15 The double-difference locations using the waveform
cross-correlation data (DD-CC) calculated for the exact (black)
and perturbed (red) velocity models. The perturbed velocity

models are obtained by increasing (top) and decreasing (bottom)
the velocity by 5 % of the exact velocity
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complicated fault geometry. The fault zone is seg-
mented to sub-faults which show different orienta-
tions. This points to the significance of precise

locations of foci, which can help in reconstructing a
detailed fault structure and in understanding complex
physical processes in the focal area.
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Finally, we presented the DD locations of the
seismic activity in the focal zone of Nový Kostel
in West Bohemia in the period from 1993 to 2011.
In this period, several major earthquake swarms
occurred and activated various differently oriented
fault zones composed of a number of fault patches
with a prevailing NNW–SSE orientation. While the
2000 and 2008 earthquake swarms shared a com-
mon fault plane, the 2011 swarm extends the acti-
vated area by 4 km to the north.
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