Optimum size and density of surface grid arrays for retrieving accurate shear-tensile fracturing of microearthquakes
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ABSTRACT
Surface arrays became an important tool for monitoring the induced seismicity in hydraulic fracturing experiments and for assessing the impact of fluid injection on the fracturing process of microearthquakes. The layout of sensors plays a key role in this task because it controls the accuracy of event locations and retrieved seismic moment tensors. We simulate various configurations of grid sensor arrays characterized by a different number of sensors, array span, sensor spacing, depth of sources and various shear/tensile source mechanisms of events. The moment tensor inversion is carried out using synthetically calculated P-wave amplitudes with added random noise. A bias in the solutions is evaluated by errors in the double-couple percentage of inverted moment tensors because the double-couple errors inform us about the sensitivity of the network to detect the shear/tensile fracturing mode of induced microearthquakes. The results show that the accuracy of the double-couple percentage is mostly controlled by the offset-to-depth ratio R defined as the ratio of half of the network size to the event depth. The optimum value of R is in the range of 0.75–1.5 irrespective of the type of the focal mechanism. If 121 (11 × 11) sensors are distributed in a regular grid and recorded data are characterized by a 10% random noise, the double-couple error is less than 6%. This error increases, if R is not optimum or if the number of sensors is reduced. However, even sparse arrays with 49 (7 × 7) or 16 (4 × 4) sensors can yield a reasonable accuracy, provided the surface grid arrays are designed to have an optimum size.
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INTRODUCTION
The surface and near-surface arrays are an important part of microseismic monitoring in hydraulic fracturing experiments. The surface monitoring has many inherent advantages: (1) It can provide a dense azimuthal coverage; (2) it is significantly more cost-effective as there is no need to drill observation wells and deploy sensors specifically designed for the operation in wells (Duncan, 2005; Vavryčuk, 2007) and (3) it permits deployments of much more instruments than for arrays installed in wells (van der Baan et al., 2013). Consequently, the surface monitoring is an efficient tool for a high-resolution imaging of microseismicity and for the determination of accurate parameters of microseismic events including their locations and fracturing mode.

Several authors have investigated the accuracy of locations and moment-tensor solutions of events induced by hydraulic fracturing monitored by various layouts of the surface
Table 1 Summary of applications of surface microseismic monitoring systems

<table>
<thead>
<tr>
<th>Time</th>
<th>Author</th>
<th>Receiver Number</th>
<th>Receivers Span (m)</th>
<th>Receivers Layout</th>
<th>Event Depth (m)</th>
<th>Research Goal</th>
</tr>
</thead>
<tbody>
<tr>
<td>2005</td>
<td>Duncan</td>
<td>100</td>
<td>2000-3000</td>
<td>Uniform</td>
<td>2300</td>
<td>Comprehensive research</td>
</tr>
<tr>
<td>2009</td>
<td>Vernier et al.</td>
<td>225</td>
<td>2800</td>
<td>Uniform</td>
<td>2100</td>
<td>Location</td>
</tr>
<tr>
<td>2009</td>
<td>Eisner et al.</td>
<td>121</td>
<td>6000</td>
<td>Uniform</td>
<td>3000</td>
<td>Location</td>
</tr>
<tr>
<td>2009</td>
<td>Šílený</td>
<td>23</td>
<td>About 10,000</td>
<td>Nonuniform</td>
<td>5250</td>
<td>MTI</td>
</tr>
<tr>
<td>2010a</td>
<td>Eisner et al.</td>
<td>773</td>
<td>4000-5000</td>
<td>Star</td>
<td>2200</td>
<td>Location</td>
</tr>
<tr>
<td>2010b</td>
<td>Eisner et al.</td>
<td>121</td>
<td>6000</td>
<td>Uniform</td>
<td>3000</td>
<td>Location</td>
</tr>
<tr>
<td>2009</td>
<td>Chambers et al.</td>
<td>800</td>
<td>About 6000</td>
<td>Star</td>
<td>3000</td>
<td>Location</td>
</tr>
<tr>
<td>2010</td>
<td>Duncan and Eisner</td>
<td>97</td>
<td>About 2500</td>
<td>Uniform</td>
<td>2400</td>
<td>Location</td>
</tr>
<tr>
<td>2010</td>
<td>Chambers et al.</td>
<td>1428</td>
<td>About 6000</td>
<td>Star</td>
<td>1800</td>
<td>MTI</td>
</tr>
<tr>
<td>2009</td>
<td>Chambers et al.</td>
<td>980</td>
<td>3000-4000</td>
<td>Star</td>
<td>1800</td>
<td>Comprehensive research</td>
</tr>
<tr>
<td>2011</td>
<td>Eaton and Forouhideh</td>
<td>82</td>
<td>4000</td>
<td>X</td>
<td>3000</td>
<td>MTI</td>
</tr>
<tr>
<td>2011</td>
<td>Thornton and Eisner</td>
<td>1000</td>
<td>About 8000</td>
<td>Star</td>
<td>3000</td>
<td>Location</td>
</tr>
<tr>
<td>2011</td>
<td>Wessels et al.</td>
<td>206</td>
<td>About 12,000</td>
<td>Uniform</td>
<td>4000</td>
<td>MTI</td>
</tr>
<tr>
<td>2011</td>
<td>Zhang et al.</td>
<td>100</td>
<td>8100</td>
<td>Uniform</td>
<td>3780</td>
<td>Location</td>
</tr>
<tr>
<td>2013</td>
<td>Van Der Baan et al.</td>
<td>29</td>
<td>About 2000</td>
<td>Nonuniform</td>
<td>2000</td>
<td>Comprehensive research</td>
</tr>
<tr>
<td>2013</td>
<td>Jansky et al.</td>
<td>25</td>
<td>1150</td>
<td>Uniform</td>
<td>1125</td>
<td>Location</td>
</tr>
<tr>
<td>2013</td>
<td>Kushner et al.</td>
<td>150</td>
<td>About 3500</td>
<td>Nonuniform</td>
<td>1870</td>
<td>Location</td>
</tr>
<tr>
<td>2014</td>
<td>Staněk et al.</td>
<td>911</td>
<td>About 5000</td>
<td>Star</td>
<td>2100</td>
<td>MTI</td>
</tr>
<tr>
<td>2014</td>
<td>Staněk et al.</td>
<td>99</td>
<td>10,000</td>
<td>Uniform</td>
<td>4000</td>
<td>MTI</td>
</tr>
<tr>
<td>2014</td>
<td>Anikiev et al.</td>
<td>911</td>
<td>About 5000</td>
<td>Star</td>
<td>1700–2100</td>
<td>Location and MTI</td>
</tr>
<tr>
<td>2016</td>
<td>Pesicek et al.</td>
<td>178</td>
<td>about 5000</td>
<td>Uniform</td>
<td>800–1300</td>
<td>MTI</td>
</tr>
<tr>
<td>2017</td>
<td>Staněk et al.</td>
<td>800</td>
<td>5000</td>
<td>Star</td>
<td>2300</td>
<td>MTI</td>
</tr>
<tr>
<td>2017</td>
<td>Staněk et al.</td>
<td>104</td>
<td>About 2000</td>
<td>Uniform</td>
<td>300–700</td>
<td>MTI</td>
</tr>
<tr>
<td>2017</td>
<td>Eyre and van der Baan</td>
<td>73</td>
<td>1800</td>
<td>Star</td>
<td>1000</td>
<td>MTI</td>
</tr>
</tbody>
</table>

Note: MTI means the moment tensor inversion.

monitoring systems (see Table 1). For example, Šílený (2009) studied the accuracy of the moment tensor (MT) inversion assuming a varying number of sensors. Staněk et al. (2014) analysed effects of seismic noise and velocity models with varying geometry of the sensor deployment in the surface and near-surface monitoring. Eyre and van der Baan (2017) studied effects of varying locations of events at the same depth monitored by receivers with a fixed layout. In summary, the authors showed that the accuracy of event locations and retrieved MTs strongly depend on the number of sensors and the sensor layout. Consequently, a careful arrangement of the sensor arrays is essential for determining accurate source parameters of induced microseismic events in all field experiments.

In this paper, we study the accuracy of seismic MTs determined by a different number and spacing of sensors arranged in a regular grid. We consider various depths of events and source mechanisms. Using numerical modelling, we simulate realistic conditions in field experiments by considering noise in data and errors in event locations. We focus on the problem, how to configure a cost-effective surface network of sensors to achieve a desired accuracy of the double-couple (DC) percentage of the MTs, which informs us about the shear-tensile character of fracturing mode of induced microearthquakes. This knowledge is particularly important for understanding the physics of fracturing in the fluid-induced seismicity.

**METHOD**

The seismic moment tensors (MTs) are commonly determined using the following three methods: the first-arrival polarity inversion, the amplitude inversion and the full-waveform inversion (Eyre and van der Baan, 2015; Vavryčuk et al., 2017). The advantages and disadvantages of the three methods can be summarized as follows: (1) The first-arrival polarity inversion is simple and fast to be implemented but also it is crude, likely producing the least reliable results. (2) The full-waveform inversion can provide results of a very good quality, including source-time functions but involves much more complex and expensive calculations and relies on accurate seismic velocity models. (3) The amplitude inversion is simple but still a very powerful method, which is applicable even to complicated 3D structures, if Green’s functions are calculated by the ray theory
The amplitude inversion was recommended and cited by many authors (Mahdevari et al., 2016; Vavryčuk et al., 2017; Bentz et al., 2018; McLaskey and Lockner, 2018).

Considering complexities in the propagation of S waves, which are more sensitive to small-scale inhomogeneities (Kühn and Vavryčuk, 2013) and to seismic anisotropy because of shear-wave splitting, S-wave triplications, singularities and caustics (Vavryčuk, 1997, 2003a, 2003b), we adopt the P-wave amplitude inversion to study the simulated events. This approach proved to be robust and rather insensitive to an inaccurately known velocity model (Šílený and Vavryčuk, 2000, 2002; Stierle et al., 2014a, 2014b). For the inversion, we utilize the ‘Focimt’ code, a free software provided by Kwiatek et al. (2016). The software has been applied to hydraulic fracturing data (Martínez-Garzón et al., 2016), induced seismicity in geothermal fields (Bentz et al., 2018) and in mines (Rudziński et al., 2017; Zhao et al., 2018), or to laboratory data (McLaskey and Lockner, 2018).

The MT inversion is based on the following formula:

\[ \mathbf{u} = \mathbf{GM}, \]  

where \( \mathbf{G} \) is the \( N \times 6 \) matrix of Green’s function derivatives, representing the response of the medium along the ray path between the sensor and the source; \( \mathbf{u} \) is the \( N \times 1 \) vector, representing the observed displacement at the sensors and \( N \) is the number of amplitude observations. The \( 1 \times 6 \) vector \( \mathbf{M} \) contains six independent MT components, which describe geometry of fracturing at the source.

For simplicity, we assume homogeneous isotropic media, which were proved to be a good approximation in P-wave studies of the local microseismicity, where rays are close to straight lines and their take-off angles from the source do not significantly deviate from those in the homogeneous medium (Červený, 2001; Onnis and Carcione, 2017; Eide et al., 2018). This condition is not valid for near-surface sources such as explosions with depth less than 100 m (Růžek et al., 2003; Vavryčuk, 2008), which are not considered here. The microseismic events are described by angles: strike, dip, rake and slope (Vavryčuk, 2001, 2011). The strike, dip and rake angles describe the standard shear mechanism; the slope angle (also called the tensile angle) characterizes tensile or compressive events and defines the angle between the slip vector and the fault plane. The synthetic P-wave amplitudes are calculated using the formula presented in Ou (2008) and Kwiatek and Ben Zion (2013). The P-wave amplitudes are contaminated by noise and inverted for MTs. The difference between the original and retrieved MTs serves as a measure of errors introduced by the inversion.

The MTs are further decomposed according to Vavryčuk (2001, 2011) into the isotropic (ISO), double-couple (DC) and compensated linear vector dipole (CLVD) components, and their errors due to inversion are analysed. The MT is decomposed as follows:

\[ \mathbf{M} = \mathbf{M}^{\text{ISO}} + \mathbf{M}^{\text{DC}} + \mathbf{M}^{\text{CLVD}} \]  

with

\[ \mathbf{M}^{\text{ISO}} = \frac{1}{3} \text{tr} (\mathbf{M}) \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} \]  

\[ \mathbf{M}^{\text{CLVD}} = [\varepsilon] \mathbf{M}^{\max} \begin{bmatrix} -1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 2 \end{bmatrix} \]  

\[ \mathbf{M}^{\text{DC}} = (1 - 2 |\varepsilon|) \mathbf{M}^{\max} \begin{bmatrix} -1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 1 \end{bmatrix} \]

\[ \varepsilon = - \frac{M^{\min}}{|M^{\max}|}, \]

where \( \mathbf{M}^{\text{ISO}} \) stands for the ISO component, \( \mathbf{M}^{\text{DC}} \) is the DC component and \( \mathbf{M}^{\text{CLVD}} \) is the CLVD component. The sum of the ISO and CLVD components is called the non-DC component of \( \mathbf{M} \). \( M^{\max} \) and \( M^{\min} \) are the eigenvalues of the deviatoric moment with the maximum and minimum absolute values, respectively. The ISO, DC and CLVD components are further normalized and evaluated in percentages; for details see Vavryčuk (2001). For pure shear events, the DC component is 100%. For pure tensile or compressive events, the DC component is zero.

**SIMULATION**

Here we assume an array with sensors evenly distributed in a square and the source located below its centre (see Fig. 1). The offset-to-depth ratio \( R \) is defined as

\[ R = \frac{b}{2d}, \]

where \( b \) is the array span and \( d \) is the depth of the source.

The layout of sensors is \( 11 \times 11 \), with spacing \( a \) of 100, 300, 600 and 900 m. The depth of simulated events is 1000, 1500, 2000, 2500, 3000, 3500, 4000 and 4500 m. Different ratios \( R \) corresponding to different working conditions are shown in
Table 2. The layouts of sensors projected on the focal sphere are shown in Fig. 2. Since seismic noise might have a great impact on the surface recordings, we add random noise with a flat probability distribution between $-10\%$ and $+10\%$ of the maximum amplitude recorded by the sensor array. In this way, we mimic a situation when all sensors are affected by the same level of seismic noise. Consequently, the traces with large P-wave amplitudes have a high signal-to-noise ratio (SNR), while the traces recording small amplitudes near the nodal lines have a low SNR. For the simplicity, we do not consider variations of the SNR with the focal mechanism or with depth of the event.

In order to ensure a comprehensive and stable analysis, 500 random simulations are conducted for each configuration. Mostly, events with arbitrarily varying strike ($0^\circ$–$360^\circ$), dip ($0^\circ$–$90^\circ$) and rake ($-180^\circ$ to $180^\circ$) angles are simulated. As the strike-slip event (with strike $45^\circ$, dip $90^\circ$ and rake $0^\circ$) and the dip-slip event (with strike $45^\circ$, dip $90^\circ$ and rake $90^\circ$) were often studied by other authors (Maxwell et al., 2010; Wessels et al., 2011; Stanek et al., 2014; Eyre and van der Baan, 2017), we also simulated events with these two special focal mechanisms to check whether the results deviate from those for the events with a random focal mechanism. The slope angles $\alpha$ are assumed to be $0^\circ$, $10^\circ$, $30^\circ$ and $90^\circ$, respectively.

Table 2 The offset-to-depth ratios $R$ for different sensor spacing and event depths

<table>
<thead>
<tr>
<th>Spacing $a$</th>
<th>Event depth $d$</th>
<th>1000 m</th>
<th>1500 m</th>
<th>2000 m</th>
<th>2500 m</th>
<th>3000 m</th>
<th>3500 m</th>
<th>4000 m</th>
<th>4500 m</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 m</td>
<td>$1/2$</td>
<td>$1/3$</td>
<td>$1/4$</td>
<td>$1/5$</td>
<td>$1/6$</td>
<td>$1/7$</td>
<td>$1/8$</td>
<td>$1/9$</td>
<td></td>
</tr>
<tr>
<td>300 m</td>
<td>$3/2$</td>
<td>1</td>
<td>$3/4$</td>
<td>$3/5$</td>
<td>$1/2$</td>
<td>$3/7$</td>
<td>$3/8$</td>
<td>$1/3$</td>
<td></td>
</tr>
<tr>
<td>600 m</td>
<td>3</td>
<td>2</td>
<td>$3/2$</td>
<td>$6/5$</td>
<td>1</td>
<td>$6/7$</td>
<td>$3/4$</td>
<td>2/3</td>
<td></td>
</tr>
<tr>
<td>900 m</td>
<td>$9/2$</td>
<td>3</td>
<td>$9/4$</td>
<td>$9/5$</td>
<td>$3/2$</td>
<td>$9/7$</td>
<td>$9/8$</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>
The event magnitude is \(-1\), and the density of the medium is 2700 kg/m\(^3\). The P-wave velocity is 4000 m/s, and the Poisson’s ratio is 0.25. Under this Poisson’s ratio, the percentages of the double-couple (DC) and non-DC components obtained by the standard moment tensor (MT) decomposition corresponding to different angles \(\alpha\) are shown in Table 3 (Vavryčuk, 2001).

In studies of microseismicity associated with hydraulic fracturing, it is important to detect accurately the shear-tensile character of microearthquakes. The amount of shear fracturing in the source can effectively be measured by the DC percentage of MTs. Therefore, we evaluate the accuracy of the MT inversion by calculating uncertainties in the DC percentage as follows:

\[
\text{DC error} = \frac{\sum_{i=1}^{n} |\text{DC}_i - \text{DC}_{\text{true}}|}{n},
\]

where the DC error is the average error of \(n\) simulations for the same event; \(\text{DC}_i\) is the DC percentage of the \(i\)th realization.
Table 3 Decomposition of moment tensors corresponding to slope angle $\alpha$ (Poisson’s ratio is 0.25)

<table>
<thead>
<tr>
<th>MT Component</th>
<th>$\alpha = 0^\circ$</th>
<th>$\alpha = 10^\circ$</th>
<th>$\alpha = 30^\circ$</th>
<th>$\alpha = 90^\circ$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ISO (%)</td>
<td>0.00</td>
<td>21.48</td>
<td>41.67</td>
<td>55.56</td>
</tr>
<tr>
<td>CLVD (%)</td>
<td>0.00</td>
<td>17.18</td>
<td>33.33</td>
<td>44.44</td>
</tr>
<tr>
<td>DC (%)</td>
<td>100.00</td>
<td>61.33</td>
<td>25.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

of random noise and $\text{DC}_{\text{true}}$ is the DC percentage for the event with synthetic strike, dip, rake and slope angles.

In some simulations, we consider location errors to mimic real situations. Such errors are usually caused by inaccurate picking of arrival times and using an inaccurate velocity model in a location procedure. Instead of fixing a true location of the event, we use a random location of the event inside a box with size of $\pm 50 \text{ m (N-S)} \times \pm 50 \text{ m (W-E)} \times \pm 100 \text{ m (depth)}$ with the true event location in its centre. The error is twice larger in depth than in the horizontal direction because the surface monitoring does not constrain the event depth very well as shown by many authors (Eisner et al., 2009, 2010a; Janský et al., 2013). Additionally, we perform numerical experiments to study the sensitivity of errors of the MTs on the number of sensors. We calculate MTs using 121 sensors (spacing 600 m, $11 \times 11$), 49 sensors (spacing 1000 m, $7 \times 7$) and 16 sensors (spacing 2000 m, $4 \times 4$) for events with arbitrary focal mechanisms as well as with the strike-slip and dip-slip focal mechanisms. The layouts of sensors projected on the focal sphere are shown in Fig. 3.

RESULTS

Figure 4 shows the double-couple (DC) errors as a function of depth for events with an arbitrary focal mechanism inverted from noisy data recorded at 121 sensors. The sensor spacing ranges from 100 to 900 m (see Fig. 2) and four different slope angles ($\alpha = 0^\circ$, $10^\circ$, $30^\circ$ and $90^\circ$) are assumed. The largest DC errors are observed for spacing of 100 m (Fig. 4, black line) except for the event depth of 1000 m. The DC errors steeply rise with depth of the event for all values of slope $\alpha$. The increase of the DC errors is also observed for spacing of

Figure 3 Arrays with a varying number of sensors (121, 49, 16) together with the strike-slip focal mechanism projected on the focal sphere. The sensor spacing ranges from 600 m (S600) to 2000 m (S2000), and depth ranges from 1000 m (D1000) to 4500 m (D4500).
Figure 4 The DC errors for events with a random focal mechanism as a function of the sensor spacing $\alpha$ and depth of the events: (a) $\alpha = 0^\circ$; (b) $\alpha = 10^\circ$; (c) $\alpha = 30^\circ$; (d) $\alpha = 90^\circ$. The input data are contaminated by random noise. The accurate event location is considered.

300 m, but the increase is less prominent than for the 100 m spacing. By contrast, the spacing of 900 m has a trend that is almost completely opposite to spacing of 300 m. For the spacing of 600 m, the DC errors decrease in the depth range from 1000 to 2500 m and slightly increase for depths higher than 2500 m.

In order to understand a complicated behaviour of the DC errors for different spacing of sensors (Fig. 4), we show the DC errors as a function of the offset-to-depth ratio $R$ in Fig. 5. The figure clearly demonstrates that the key factor affecting the DC errors is not the sensor spacing but the ratio $R$. Regardless of the slope angle $\alpha$, the DC errors start with a rapid drop, they reach their minimum, and then they increase with increasing $R$. The values of $R$, for which the DC errors behave smoothly and are relatively small, are in the range of 0.75–1.5. If $R$ is less than 0.75, the DC errors are quite high and steeply increase with decreasing $R$. If $R$ is greater than 1.5, the DC errors are moderate and increase slowly with increasing $R$. Interestingly, the highest accuracy is achieved for $\alpha = 10^\circ$ and $30^\circ$. The DC errors for pure shear ($\alpha = 0^\circ$) and pure tensile ($\alpha = 90^\circ$) events are slightly higher, probably due to very special radiation patterns of their focal mechanisms. In addition, the DC errors are affected by the fact that the DC of 100% for the pure shear events and the DC of 0% for the pure tensile events can never be achieved by inverting noisy data.
Figure 5 The DC errors for events with a random focal mechanism as a function of sensor spacing $a$ and ratio $R$: (a) $\alpha = 0^\circ$; (b) $\alpha = 10^\circ$; (c) $\alpha = 30^\circ$; (d) $\alpha = 90^\circ$. The data are contaminated by random noise. The accurate event location is considered.

Figure 6 shows the DC errors as a function of ratio $R$ for events with the pure shear strike-slip (Fig. 6a) and pure shear dip-slip (Fig. 6b) mechanisms. The DC errors for the pure shear strike-slip mechanism (Fig. 6a) are very different from the DC errors shown in Figure 5, in particular, when $R$ is less than 0.75. For $R$ larger than 0.75, the results are similar to those for the events with random focal mechanisms. Such an anomaly is not observed for the pure shear dip-slip mechanism (Fig. 6b), which behaves as the random focal mechanism in the whole interval of ratio $R$. Also no such anomaly is observed for non-shear strike-slip and dip-slip mechanisms (slope angle of 10°, 30° and 90°), which behave similarly as in Fig. 5. The reason, why the results for the pure shear strike-slip event are different, will be given in the Discussion section.

Next, we conducted tests for arrays with a different number of sensors. Figure 7 shows the DC errors for configurations with 121, 49 and 16 sensors, which recorded noisy data of events with inaccurate locations (noise 10%, N-S: $\pm 50$ m, W-E: $\pm 50$ m, depth: $\pm 100$ m). The events are considered to have a random focal mechanism. All tests indicate that the relationship between $R$ and the DC error is similar. The larger the number of sensors, the lower the DC error and its uncertainty. In the case of 121 sensors, the difference between the DC errors for inaccurate locations (Fig. 7) and accurate locations (Fig. 5, a part consistent with the results shown in Fig. 7) is very small for $R$ within the range of 0.75–1.5. The location errors may cause some fluctuations, but the overall trend is unchanged and the fluctuations are small.
Optimum surface grid arrays

Figure 6 The DC errors for the pure shear strike-slip and dip-slip events as a function of ratio $R$: (a) strike-slip event, $\alpha = 0^\circ$; (b) dip-slip event, $\alpha = 0^\circ$. The data are contaminated by random noise. The accurate event location is considered. Note the anomalous behavior of the DC errors in plot (a) for $R < 0.75$.

For noisy data and inaccurate locations, the mean DC errors of 121 sensors are always smaller than 6% for $R$ between 0.75 and 1.5. When the number of sensors is 49, which is less than half of 121, DC errors only increase by about 3%. However, the sparse array with 16 sensors produces large and unstable DC errors in the moment tensors (MTs).

Figure 8 shows the DC errors for events with the pure shear strike-slip and pure shear dip-slip mechanisms. The DC errors of the pure shear strike-slip event are less affected by noise and location errors than those of the dip-slip event. The DC errors for 121 and 49 sensors are very small, only about 3% for the strike-slip event and about 8% for the dip-slip event. Too sparse arrays produce large and unstable DC errors. For large $R$, the results for the dip-slip event obtained for 121 and 49 sensors are basically the same (Fig. 8b), which looks a bit strange. We will explain this point in the Discussion section.

DISCUSSION

The simulations proved that the offset-to-depth ratio $R$ of the sensor array has a strong effect on the accuracy of inverted moment tensors (MTs). For $R$ between 0.75 and 1.5, the MTs of events could be calculated with a minimum double-couple (DC) error regardless the focal mechanism and tensile angle $\alpha$. If 121 sensors are used, the DC error varies very slightly for the mentioned interval of $R$, being higher at most by 1.5% than the minimum DC error. Hence, if the expected depth $d$ of the induced microseismic events is known in hydraulic fracturing experiments, the optimum sensor array should be designed to have the receiver offset comparable to $d$. If $R$ is too large, the outer sensors of the array are relatively far away from the event location and their positions on the focal sphere are not optimum. Moreover, larger distances between receivers and sources result in higher attenuation of waves, and the signal-to-noise ratio (SNR) may also decrease. As a result, the quality of the signal recorded by sensors might be rather poor, resulting in larger errors in locations and retrieved MTs.

In general, the more sensors, the higher the accuracy of the event locations and of the MT solutions. However, the number of sensors is closely related to the cost of microseismic arrays, which is often limited. If a deployment of more than 100 sensors is not possible and a reduction of sensors is needed, we can still design an array, which yields MTs with a reasonable accuracy. If $R$ is between 0.75 and 1.5, the DC error obtained using 49 regularly spaced sensors is less than 11% irrespective of the focal mechanism and slope angle $\alpha$. For events with some special focal mechanisms like the strike-slip events, the DC error obtained by using even 16 regularly spaced sensors is less than 6%. If $R$ is greater than 1.5, too sparse sensor arrays lead to large errors and high uncertainties in the MTs.

The very low DC errors for events with the pure shear strike-slip mechanisms (Figs 6a and 8a) can be explained by analysing the P-wave amplitudes recorded by the sensors. We select the 121 sensor array with $R = 1$ and plot the amplitude
Figure 7 The mean and maximum DC errors for events with random focal mechanisms as a function of ratio $R$ for events with inaccurate locations and for noisy data: (a) $\alpha = 0^\circ$; (b) $\alpha = 10^\circ$; (c) $\alpha = 30^\circ$; (d) $\alpha = 90^\circ$. Different sensor configurations are shown in black (121 sensors), red (49 sensors) and blue (16 sensors). The colour markers show the mean DC errors.

Another interesting phenomenon is shown in Figure 8b: if ratio $R$ is large (3 or higher), the difference between the DC errors produced for the dip-slip event recorded by arrays with 121 and 49 sensors is small. This indicates that some sensors in the 121-sensor array are redundant and do not contribute to reducing the DC error. For this particular case, the positions of the majority of sensors on the focal sphere are along the circle (see Fig. 2) with a gap for the near-vertical directions. Obviously, such coverage is unfavourable and a high density of sensors in unsuitable directions does not improve the solution. This points to a need of a sufficient number of sensors in near-vertical directions to avoid gaps in the sensor coverage on the focal sphere.
Figure 8 The mean and maximum DC errors as a function of ratio $R$ for the pure shear strike-slip and dip-slip events with inaccurate locations and for noisy data: (a) strike-slip event, $\alpha = 0^\circ$; (b) dip-slip event, $\alpha = 0^\circ$. Different sensor configurations are shown in black (121 sensors), red (49 sensors) and blue (16 sensors). The colour markers show the mean DC errors.

Figure 9 Comparison of the P-wave amplitudes at sensors for noise-free and noisy data for events with the pure shear strike-slip and dip-slip mechanisms: (a) strike-slip event, noise-free; (b) strike-slip event, noisy; (c) dip-slip event, noise-free; (d) dip-slip event, noisy. The circle radius measures the absolute value of the amplitude, the black colour means the positive amplitude, and the red colour means the negative amplitude.
CONCLUSION

This study shows that the size of the surface arrays and the number of sensors essentially influence the accuracy of the moment tensor (MT) inversion. One of the most important parameters is the offset-to-depth ratio $R$. If $R$ is set between 0.75 and 1.5, we obtain a highest accuracy of the MTs irrespective of the focal mechanisms and slope angle $\alpha$ characterizing the extent of the tensile fracturing. Reducing the number of sensors leads to higher double-couple (DC) errors of the MTs. Nevertheless, if $R$ is too large (3 or higher), the majority of sensors does not constrain the solution well, because the sensors have an unfavourable position on the focal sphere. Consequently, it might happen that the same accuracy is achieved using a lower number of sensors in this particular case.

A different number of sensors produce different levels of the DC error. The choice, how many sensors to install, depends on the requested accuracy of the MTs and on details in tensile fracturing, which we want to study. The array of 121 sensors with the optimum ratio $R$ is capable to determine the DC percentage with an error less than 6% for events with an arbitrary focal mechanism. This means that the slope angle is determined with the accuracy of a few degrees. The DC error further increases by additional 5% if we use 49 sensors instead of 121 sensors. Hence, the slope angle $\alpha$ is still determined with a high accuracy. Therefore, one should decide, whether an increase of the accuracy is really desirable and installing an array with twice more sensors is cost-effective. Importantly, if a dense array is not designed in an optimum way (e.g., ratio $R$ is too small or too large), it can easily happen that the dense array does not constrain the solution well, because the sensors have an unfavourable position on the focal sphere. Consequently, it might happen that the same accuracy is achieved using a lower number of sensors in this particular case.

We focused just on the simplest layout of the surface monitoring systems: the arrays with a regular grid of sensors. In general, the grid arrays are advantageous because of a uniform coverage of the target area by sensors compared to other frequently used configurations such as the circle, star or cross arrays. Obviously, the efficiency to detect the shear-tensile microearthquakes will vary for different sensor layouts and it should be studied in a similar way as presented in this paper.
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